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Abstract18

Understanding seasonality in outlet glacier dynamics reveals insight into long-term re-19

treat and acceleration. Leveraging recent high-resolution satellite data, we examine changes20

in surface elevation, velocity, and terminus position for five glaciers in Central Western21

Greenland over the past ∼6 years. We employ an approach that examines the stress at22

the ice-ocean terminus and models the expected response in upstream velocity caused23

by the observed terminus changes. The model shows that some glaciers’ seasonal veloc-24

ity changes can be largely explained by terminus changes, while others can be compounded25

by multiple processes. Additionally, we test the sensitivity of the results by including sea-26

sonally varying and artificially modified surface topography. We find surface slope changes27

impact velocity response to terminus changes more than spatially uniform changes in along-28

flow elevation. Our approach provides a scalable framework to comprehend the compounded29

nature of glacier seasonal velocity variations across the Greenland Ice Sheet outlet glaciers.30

Plain Language Summary31

Understanding seasonal changes in glaciers is crucial for studying long-term trends.32

To capture glacier seasonality in detail, we combine detailed data on glacier speed and33

terminus movement at sub-weekly to daily intervals, along with seasonal surface topog-34

raphy data. We use a model that reveals how much glacier speed changes in response35

to terminus variations. For some glaciers, our model shows that seasonal glacier speed36

change is completely driven by terminus change. For other glaciers, we find that seasonal37

velocity changes can be influenced by runoff and seasonal changes in the drainage sys-38

tem beneath the glacier, in addition to terminus position change. Additional tests sug-39

gest that change in the surface slope of a glacier has a stronger impact on the sensitiv-40

ity of seasonal speed changes to terminus changes than uniform changes in glacier sur-41

face topography; flattening of the glacier surface results in less sensitivity of the surface42

velocity to terminus changes. Our approach provides a framework that can be applied43

to the entire Greenland Ice Sheet to reveal the complexity of glacier seasonality.44

1 Introduction45

The Greenland Ice Sheet (GrIS) is currently the largest land ice contributor to present-46

day rising sea level (IPCC, 2022) with an acceleration in mass loss over the past few decades47

primarily attributed to ice discharge through outlet glaciers (Shepherd et al., 2012; En-48

derlin et al., 2014; van den Broeke et al., 2016). This acceleration underscores the im-49

portance of comprehending the intricate mechanisms that govern glacier dynamics. De-50

spite the prevalence of glacier acceleration in Greenland, there exists notable spatio-temporal51

variability in glacier velocity change at a range of time scales (Moon et al., 2012, 2020),52

which is likely influenced by local conditions, like topography, and regionally by envi-53

ronmental factors. For example, runoff and ocean thermal forcing can influence veloc-54

ity by changing basal friction (Ultee et al., 2022), subaqueous melt rates (Holland et al.,55

2008), and through terminus fluctuations (Howat et al., 2008; King et al., 2020; Wood56

et al., 2021). Numerical simulations also suggest a non-linear feedback between termi-57

nus changing rate and ice discharge (Sergienko, 2022). At the seasonal scale, many of58

these processes are synchronized, making it difficult to understand the cause and effect59

behind seasonal glacier acceleration. Despite this, recent advances in the temporal fre-60

quency of satellite measurements provide an opportunity to examine the factors that force61

glacier dynamic change over multiple epochs (Kehrl et al., 2017). Moreover, numerical62

simulations suggest that glacier seasonal changes can induce systematic bias in mass loss63

estimates at the multi-decadal time scale (Felikson et al., 2022). Thus, delving into the64

patterns of glacier seasonality is instrumental in unveiling and simulating the pivotal fac-65

tors that control glacier dynamics at longer time scales and into the future.66
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Glaciers across Greenland exhibit discernible seasonal changes in terminus posi-67

tion (Goliber et al., 2022; Zhang et al., 2023) and surface velocity (Moon et al., 2015;68

Joughin et al., 2008), but the mechanisms behind such changes are varied. Studies have69

suggested that seasonal glacier retreat due to summertime air temperature increases causes70

reduced contact with bed and/or fjord walls, which along with increased net force at the71

calving cliff, leading to glacier acceleration (Howat et al., 2005; Joughin et al., 2012). Oth-72

ers have indicated that glacier acceleration can be due to seasonal changes in basal lu-73

brication related to changes in the subglacial hydrological system (Davison et al., 2020;74

Stevens et al., 2022; Werder et al., 2013; Andrews et al., 2014), which can cause com-75

plex responses from glacier velocities as subglacial conduits grow more efficient (Bartholomew76

et al., 2010; Andrews et al., 2014; Vijay et al., 2019). Subglacial hydrology can also be77

influenced by remnant meltwater (Iken & Truffer, 1997) that is stored englacially (Abe78

& Furuya, 2015) or in basal crevasses (Harper et al., 2010) and through exfiltrated ground-79

water (Robel et al., 2023), which can leak out of the subglacial system over time, includ-80

ing in winter (Rennermalm et al., 2013).81

Previous efforts have classified glacier seasonal velocity variations into types based82

on the observed timing of velocity change and their correlation to runoff and terminus83

change (Moon et al., 2014; Vijay et al., 2019, 2021). Three categories have been gener-84

ally described in this literature; 1) positive correlation of glacier velocity to glacier ter-85

minus retreat; 2) positive correlation of glacier velocity to summer runoff, and; 3) glacier86

velocity that slows in late summer and speeds up in winter. Recently, Solgaard et al. (2022)87

applied a machine learning approach to analyze velocity time series data across Green-88

land, revealing similar seasonal patterns as those first identified by Moon et al. (2014).89

However, most of these studies used data with limited temporal sampling resulting in90

classifications that are based on identifying a single process that influences velocity. Poinar91

(2023) applied principal component analysis to decompose the seasonality of glaciers in92

Sermilik Fjord from an observational perspective. They emphasized the importance of93

extracting velocity patterns across the entire glacier, not just a single point. Furthermore,94

they classified four glaciers in Sermilik Fjord by quantifying the prevalence of multiple95

glacier types at a single glacier. Here, we re-examine glacier seasonality using high-frequency96

terminus (Zhang et al., 2023), velocity (Gardner et al., 2023), and surface elevation change97

observations. We interpret these observations with an analytical model of velocity re-98

sponse to terminus position change (Joughin et al., 2012). By comparing model results99

with observed velocity time series we find that glaciers are more typically influenced by100

an interplay of multiple processes rather than a single process, and that glacier veloc-101

ity behavior can transition between different modes seasonally.102

2 Study regions103

We investigate five glaciers in central-west Greenland (Figure 1): Rink Isbrae (RNK),104

Sermeq Avannarleq (AVA), Sermeq Kujalleq (KUJ), Kangilernata Sermia (KAN), and105

Eqip Sermia (EQP) over the time period 2015-2021. This time span is specifically cho-106

sen to take advantage of the increased sample frequency available in both velocity and107

terminus position data due to the launch of Sentinel-1/2 in 2014. These five glaciers are108

selected because 1) they exhibit regular seasonal changes in both terminus position and109

velocity (Catania et al., 2018; Fried et al., 2018) with minimal long-term variations over110

our study period and; 2) they exhibit a range of sub-seasonal behavior in both the ter-111

minus and velocity variability. For example, all glaciers advance in winter and retreat112

in summer and yet their seasonal velocity behavior differs over time and space. EQP and113

KUJ speed up during summertime terminus retreat while AVA and KAN slow down dur-114

ing summertime terminus retreat (Fried et al., 2018). AVA, KUJ, KAN, and EQP are115

located close to one another, suggesting that they likely experience the same regional cli-116

mate forcing. We also examine RNK, which is further north than these four glaciers be-117

cause it has a deep grounding line, in contrast to the shallower grounding lines of the118
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other four glaciers to the south, and a partially floating terminus that permits large, buoy-119

ant flexure-style calving events driving glacier-wide step changes in the terminus posi-120

tion (Medrzycka et al., 2016; Fried et al., 2018). Medrzycka et al. (2016) investigated the121

calving styles of RNK by using time-Lapse photos and found that the northern part of122

the RNK terminus undergoes small calving events, while the southern part experiences123

larger events driven in response to buoyant flexure. The authors suggested that these124

buoyancy conditions exert primary control on terminus behavior, implying that the north-125

ern part of RNK is lightly grounded, while the southern part is floating.126

3 Data127

We use dense velocity time series data generated using auto-RIFT (Gardner et al.,128

2018) and provided by the NASA MEaSUREs ITS LIVE project (Gardner et al., 2023).129

ITS LIVE combines velocity products derived from Landsat-8, Sentinel-1, and Sentinel-130

2 producing a near-daily temporal resolution since 2014. For each glacier, we use mul-131

tiple flowlines across the glacier from Felikson et al. (2021) to extract velocities at mul-132

tiple points along each flowline (red and blue points in Figure 1). We then average these133

velocities across all flowlines at each cross-section to produce mean (across-flow) veloc-134

ity time series from downstream to upstream for each glacier. The flowlines of AVA pre-135

dominantly converge on the western side of the basin because AVA is formed by the con-136

fluence of two upstream tributaries, and we focus on the main tributaries with higher137

velocities on the western side. RNK has eight flowlines because half of the terminus re-138

gion of this glacier is floating (Medrzycka et al., 2016) and we want to examine the ve-139

locity variations of the floating and grounded ice separately. We identify floating ice based140

on the flattening of the surface elevation along flowlines towards the terminus and we141

take the mean of the velocities on floating ice and grounded ice separately (Figure S1).142

Note that this separation serves as a theoretical experiment designed to assess the po-143

tential impact of surface slope on simulated velocity. We refrain from employing bed el-144

evation data to ascertain the floating condition for RNK because of the reliance of the145

bed data on mass conservation and the assumption that the glacier is grounded (Morlighem146

et al., 2017). Terminus position data come from AutoTerm (Zhang et al., 2023), a ma-147

chine learning pipeline that automatically produces terminus traces with an average sam-148

pling frequency of 10 per month since 2014. We derive a time series of terminus changes149

by calculating the sequential area changes between termini, accumulating these over time,150

and then normalizing this by a static glacier width of 4.6 km for RNK, 6 km for AVA,151

5 km for KUJ, 4 km for KAN, and 3 km for EQP.152

We generate surface elevation data through a novel fusion of ICESat-2 data with153

DigitalGlobe high-resolution digital elevation models (DEM), termed “DG-IS2-DEM”154

producing four DEMs per year since Fall 2018. The algorithms that generate the DG-155

IS2-DEMs are described in the Supplementary Information. We also use ArcticDEM (Porter156

et al., 2022) as supplementary elevation data in locations where the DG-IS2-DEMs do157

not extend to the most advanced terminus position found in AutoTerm. To determine158

ice thickness, we subtract surface elevation data from bed elevation data from BedMa-159

chineV5 (Morlighem et al., 2022), which assimilates seafloor bathymetry and ice thick-160

ness data through a mass conservation approach (Morlighem et al., 2017). We extract161

the surface and bed elevation profiles along each flowline individually. We use GSFC-162

FDMv1.2.1 simulations of the surface mass balance (Medley et al., 2022) to produce a163

runoff time series with a five-day sampling frequency. We use runoff as a proxy for the164

start and end of the melt season.165

4 Terminus-Driven model166

Force balance methods can be used to understand the dynamic evolution of glaciers167

through examination of the balance of stresses on them (Veen et al., 2011; Carnahan et168

al., 2022). However, the force balance method requires double derivative of surface ve-169
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locity data, which can result in large uncertainties when using satellite products that have170

lower accuracy including ITS LIVE. Therefore, we adopt a different approach that em-171

ploys a modified force balance termed the “terminus-driven model” described by Joughin172

et al. (2012). This model explicitly considers the influence of the dynamic changes at the173

glacier terminus on upstream velocity. By using the terminus-driven model and near daily174

velocity data, we are able to isolate the contribution of sub-annual terminus variations175

to the observed variations in the velocity time series. The terminus-driven model is a 1-176

D model along the flow direction, assuming both an ice mélange free condition and a con-177

sistent glacier geometry over time. Additionally, since we use a consistent bed elevation178

product in our model, we assume that all the glaciers are grounded and that the eleva-179

tion does not change over time. The terminus-driven model focuses on the driving stress180

(τd) expressed as181

τd = −ρi × gH × ∂h

∂x
(1)

where g is the gravitational acceleration, H is ice thickness, h is ice surface elevation,182

and ρi is the density of ice (910 km/m3). In addition, the terminus driven model exam-183

ines an additional force due to the presence of the free calving face. This latter force is184

determined by the height above the fjord surface at the calving front and the density of185

seawater. The difference between these two forces at the terminus is expressed as186

F =
1

2
× ρi gH

2 − 1

2
× ρw g(H − h)2 (2)

where ρw is the density of seawater (1028 km/m3). Here, we call F the “frontal force”187

following the naming convention found in Joughin et al. (2012), although it has units of188

N/m. The force balance at the terminus requires the frontal force to be balanced up-189

stream by the longitudinal stress, which redistributes much of the frontal force to the190

margins and bed of the glacier upstream. We term the longitudinal stress that originates191

from the frontal force as τF (X), which pulls the glacier and enhances the original driv-192

ing stress (e.g., τd + τF (X)).193

The integration of τF (X) along the flowline equals F and is assumed to linearly194

decrease upstream of the terminus to zero at the stress coupling length following Joughin195

et al. (2012):196

τF (X) = 2× F

λ
× (1− X

λ
) (3)

where λ is the stress coupling length, and X is the distance between terminus and the197

point where we simulate velocity. The terminus variations cause changes in the geom-198

etry of the free calving, consequently influencing the frontal force (F ). These changes199

in the frontal force, subsequently, lead to modifications in the enhanced driving stress200

(τd + τF (X)) in the upstream region.201

In the lamellar flow model or the shallow ice approximation, when basal sliding is202

zero, the surface velocity has a linear relationship with the cube of driving stress (n=3)203

(Van der Veen, 2013):204

V =
1

2
AHτ3d (4)

where A is a constant from Glen’s flow law. Such a linear relationship also applies when205

the driving stress is mainly balanced by lateral drag (Van der Veen, 2013):206

V =
1

2
A(

τd
H

)3W 4 (5)

where W is half of the glacier width. Based on the above two models and following the207

method designed by Joughin et al. (2012), we assume a linear relationship between ve-208

locity and the cube of the enhanced driving stress: τd + τF (X), and the predicted ve-209

locity from terminus changes is thus given by:210

V (X, t)

V0
=

(
τd + τF (X)

τd + τF0

)3

(6)
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where V0 is a reference velocity at the same location as velocity observations and τF0 is211

the τF (X) corresponding to the reference velocity. For each year, we use the minimum212

velocity observation as the reference velocity (following Joughin et al. (2012) and cal-213

culate τF0
based on the terminus position nearest the date of the reference velocity. Us-214

ing Eqn. 6, we can simulate a velocity time series at each observation point for each glacier215

(Figure 1).216

We vary stress coupling lengths for each glacier and choose the one that produces217

the lowest mean difference between observations and simulated velocity (Table S1). The218

mean difference is determined by:219

abs(model − observation)

model
× 100% (7)

For each flowline, we extract the geometry profile and compute a simulated velocity and220

then average the simulated velocity across all flowlines in a manner consistent with ob-221

served velocity. Subsequently, we compare these averaged simulated velocities to observed222

velocities.223

Although the terminus-driven model was initially designed by Joughin et al. (2012)224

to assume invariant geometry in its operation, we analytically examine the impact of sea-225

sonal variations in surface elevation on velocity simulations. Specifically, we leverage the226

new time-varying DG-IS2-DEM and periodically update the elevation profiles each quar-227

ter from Fall 2018, maintaining profile consistency within each quarter. We produce a228

simulated velocity for all glaciers with and without time-varying surface elevation in or-229

der to evaluate the impact of seasonally-varying surface elevation change on velocity. For230

the fixed geometry simulations, we choose a time step from DG-IS2-DEM with an ex-231

tent that aligns best with the position of the terminus when it is most advanced. This232

provides the most complete elevation profile across the terminus region. For EQP, KAN,233

and AVA we choose the October 2019 DG-IS2-DEM and for KUJ, we use the April 2019234

DG-IS2-DEM time step. For RNK, we use additional elevation data from ArcticDEM235

(Porter et al., 2022) for the fixed geometry case, as the DG-IS2-DEM does not cover the236

most advanced terminus position for this glacier.237

5 Results238

5.1 Comparison between velocity simulation and observations239

We compare the simulated velocity time series with velocities from satellite obser-240

vations to determine whether seasonal velocity variations are influenced primarily by ter-241

minus change, co-influenced by other factors, or entirely independent of terminus change.242

Overall, we find that the time-series velocity observations from 2015 are well-described243

by the terminus-driven model for the grounded portions of RNK, KUJ, and EQP but244

not for KAN and AVA (Figures 2-6). For RNK, KUJ, and EQP, seasonal changes in glacier245

speed align well with terminus variations. This is supported by the coincident timing of246

the end of terminus retreat and the peak summertime velocity (vertical black lines in Fig-247

ure 2, 4, and 6), even in instances when retreat continues beyond the end of the melt sea-248

son (Figure 6). For these glaciers, the mean misfit between simulated and observed ve-249

locities over all years are 4.6% for KUJ, 6.2% for EQP, and 6.8% for RNK (Table S1),250

with correlations of 0.84, 0.67, and 0.56, respectively (Figure 7).251

For AVA and KAN, we find that simulated velocities differ substantially from the252

observed velocities. For AVA, simulated velocity fluctuations are relatively small in mag-253

nitude compared to observations (Figure 3), while at KAN, the simulated and observed254

velocities are out of phase but of the same magnitude (Figure 5).255
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5.2 Compounded velocity processes256

Although the terminus-driven model adequately resolves seasonal variability in ve-257

locity for RNK, KUJ, and EQP, there are observed sub-seasonal velocity changes that258

are not explained by the terminus-driven model alone. For all glaciers but KUJ, we ob-259

serve additional pulses in velocity (acceleration and deceleration) in the middle of the260

melt season, a phenomenon not captured by the terminus-driven model (black dashed261

boxes in Figure 2,3,5, and 6). Especially for EQP, the acceleration induced by terminus262

changes, along with melt-season pulses, collectively form a bimodal velocity response.263

While these are predominant, they do not as obviously across all years for all glaciers.264

For example, melt-season pulses are strongly visible for every year in the record for AVA265

(Figure 2) but they are only obviously visible from 2015-2019 for KAN (Figure 5). For266

2020 and 2021 the change in velocity in the melt season is less prominent. Similar for267

EQP for 2020 and 2021 the melt season pulses are less obvious (Figure 6). Melt season268

pulses for RNK are even more sporadic (Figure 2).269

In addition to melt-season velocity pulses, we find additional sub-seasonal pulses270

on RNK that coincide with large calving events. RNK experiences much larger calving271

events than the other glaciers and these create large (∼1 km) step changes in the ter-272

minus position. Calving-related pulses in velocity are only predicted to impact velocity273

noticeably for the grounded portion of RNK (Figure 2d). While we observe sub-seasonal274

velocity pulses that are coincident with some of these predicted events (blue dashed box275

in Figures 2), they have a magnitude that is muted compared to those predicted by the276

terminus-driven model. Further, there are many more predicted velocity pulses from large277

calving events than are visible in the observed velocity.278

While both KAN and AVA experience summertime terminus retreat and winter-279

time terminus advance similar to the other three glaciers, their velocity response is poorly280

predicted by the terminus-driven model. For these two glaciers, we observe accelerations281

during winter (during terminus advance) that plateau before the onset of the melt sea-282

son in the following year, and early melt season accelerations with the annual maximum283

velocity reached in the middle of the melt season (black dashed boxed in Figures 3 and284

5). The terminus-driven model does not capture wintertime acceleration because across285

all glaciers the terminus is advancing in winter. For KAN, the model predicts slight de-286

celeration in winter (Figure 5). For AVA, there is no significant seasonality in the sim-287

ulated velocity likely because the scale of seasonal terminus advance and retreat for this288

glacier is small (Figure 3) and the surface elevation is flat in frontal region (Figure 8).289

For reference the averaged seasonal range in terminus position is 144 meters for AVA,290

while EQP is 224 meters, KAN is 390 meters, and KUJ is 417 meters.291

5.3 Experiments with seasonally varying surface elevation292

We investigate the influence of changing surface topography by comparing the ve-293

locity simulated using a fixed geometry against velocity simulated using a seasonally vary-294

ing surface elevation from 2018-2022. We find minimal differences between these results295

for all glaciers (black versus red lines in Figure 3–6). To investigate this further, we con-296

sider only KUJ as an example and probe the terminus-driven model via two experiments;297

1) we artificially shift the entire elevation profile vertically by ±10-20 meters and; 2) we298

alter the surface slope by ±2% within the 2 km-frontal region. The results suggest that299

terminus-driven velocities are relatively insensitive to spatially uniform along-flow changes300

in surface elevation, but are highly sensitive to changes in surface slope (Figure 9). This301

result is important for providing context for interpreting the results for RNK, which has302

a flat, floating portion of the terminus. We find that while the seasonal variations in ve-303

locity are similar on the floating and grounded portions of RNK, the simulated veloc-304

ities in the floating portion are much lower magnitude and lack strong seasonality (Fig-305

ure 2e).306
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6 Discussion307

6.1 Potential explanations of the compounding seasonality308

Using high-temporal-resolution observations and a terminus-driven model to sim-309

ulate velocity variations from terminus change, we investigate sub-seasonal velocity changes310

for GrIS outlet glaciers and find that glacier velocity responds to multiple compound-311

ing processes. The seasonal velocity changes of three glaciers (KUJ, EQP, and the grounded312

portion of RNK) can largely be attributed to seasonal terminus variation, particularly313

for KUJ, which has a velocity that is almost entirely driven by the terminus fluctuations.314

However, four out of our five study glaciers experience additional processes that drive315

changes in velocity. EQP, RNK, AVA, and KAN all experience occasional sub-seasonal316

peaks in velocity that are coincident with the middle of the melt season, AVA and KAN317

exhibit wintertime speedup that occurs when their termini are advancing, and RNK ex-318

periences short-time pulses in velocity throughout the record.319

We hypothesize that the peaks in the middle of the melt season observed for EQP,320

RNK, AVA, and KAN (black dashed squares in Figure 2,3,5, and 6) result from runoff-321

driven acceleration and subsequent evolution of the subglacial drainage system (Moon322

et al., 2014; Vijay et al., 2019). Early in the melt season, the subglacial drainage sys-323

tem is inefficient (Andrews et al., 2014), thus as meltwater availability begins to increase324

(marked by increasing runoff in early summer), subglacial water pressures increase en-325

hancing basal sliding by reducing friction between the ice and the bed (Bartholomew et326

al., 2010; Bartholomaus et al., 2008). As the melt season progresses, the drainage sys-327

tem channelizes becoming more efficient (Andrews et al., 2014; Schoof, 2010) and avail-328

able meltwater decreases, producing a reduction in glacier speed. Beyond the melt sea-329

son, the impact of terminus retreat on seasonal velocities can become more pronounced.330

For example, EQP typically has a melt season that ends in October, but the terminus331

continues to retreat until December/January (Figure 6). This produces a wintertime peak332

in velocity that is coincident with the most retreated terminus of EQP and is distinct333

from the melt-season peak.334

To further explore the velocity increases that occur in summer we examine the along-335

flow variability in velocity to determine how far upstream velocity changes occur (Fig-336

ure 10). We extract along-flow velocity profiles from monthly velocity mosaics provided337

by the the Greenland Ice sheet Mapping Project (Joughin, 2023). We use this dataset338

only for extracting velocity profiles, specifically to achieve better spatial consistency. To339

confirm that runoff drives summertime speed up for EQP, we compare the along-flow spa-340

tial pattern of velocity change that occurs in the summer melt season of 2017 (Apr 2017341

- Sep 2017; Figure 10a) and the subsequent time period after runoff has ceased, when342

the velocity is primarily influenced by terminus changes (Oct 2017 - Mar 2018; Figure343

10b). We quantify the range of upstream velocity at a distance of 10 km upstream of the344

terminus, which is 25 times the terminus thickness to ensure we are several longitudi-345

nal coupling lengths upstream of the terminus. We find that runoff-driven acceleration346

is noticeable in the velocity further upstream than during the period of terminus-driven347

velocity change. For example, when the runoff is large, EQP experiences a range in up-348

stream velocity that is 64% of the velocity range observed at the terminus (Figure 10a).349

Conversely, in the winter when runoff is absent and the terminus alone is changing, EQP350

experiences a range in upstream velocity inland that is just 12% of what is observed at351

the terminus (Figure 10b). The rapid decline in speed with distance from the terminus352

is expected when a glacier is terminus-driven because of the reduction in the terminus353

force with distance from the terminus (Joughin et al., 2012). Conversely, elevated inland354

velocities are typical for melt-driven acceleration (Sundal et al., 2011) because meltwa-355

ter percolates throughout the entire ablation zone (Andrews et al., 2014), which extends356

about 700 km inland of the terminus for EQP (Noël et al., 2019).357
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While AVA and KAN experience mid-summer velocity pulses similar to EQP, they358

do not exhibit any terminus-driven seasonal acceleration (Figures 3 and 5) and instead359

accelerate in winter. This suggests a decoupling between velocity changes and terminus360

change for these glaciers. We examine wintertime acceleration similar to above by de-361

termining the along-flow pattern of velocity change (Figure 10c, and d). For both glaciers362

we find significant inland acceleration. For KAN, the range in upstream velocity dur-363

ing winter is 72% of the range in frontal velocity and for AVA, the range in upstream364

velocity is 39% of the range of frontal velocity, which is larger than terminus-driven up-365

stream velocity range that was observed for EQP (Figure 10c and d versus b). We hy-366

pothesize that the elevated range of KAN and AVA’s upstream velocities in winter sug-367

gests that winter acceleration is due to enhanced extensive basal slip, which can be caused368

by several different processes. During the onset of winter, refreezing of percolating melt-369

water (Boon & Sharp, 2003) and viscous deformation over subglacial conduits (Vieli et370

al., 2004; Bartholomaus et al., 2011) can obstruct the drainage system. Consequently,371

water becomes trapped within an inefficient drainage network, leading to increased wa-372

ter pressure and winter acceleration (Vijay et al., 2019). There are three possible sources373

of water at the ice-bed interface during winter: 1) remnants of summer meltwater (Iken374

& Truffer, 1997), 2) englacial water stored by basal crevasses that do not reach the sur-375

face (Abe & Furuya, 2015; Harper et al., 2010), and/or 3) sustained exfiltration of un-376

derground water caused by rapid unloading in melt season (Robel et al., 2023). The win-377

ter acceleration phase ends when the melt season begins to supply additional water to378

the subglacial system, which further increases basal water pressures causing summertime379

pulses in speed forcing the glacier to reach maximum speeds in summer.380

RNK is a glacier that experiences three distinct modes of velocity variations includ-381

ing 1) seasonal terminus-driven velocity change; 2) occasional runoff-driven velocity change382

and; 3) frequent, small-magnitude velocity change that appears to be linked to large calv-383

ing events. Large calving events have been documented to cause step-like acceleration384

for Helheim Glacier (Nettles et al., 2008; de Juan et al., 2010) and, like Helheim, RNK385

experiences calving via buoyant flexure causing glacier-wide step-retreat of the termi-386

nus position (Fried et al., 2018; Medrzycka et al., 2016). Calving-related velocity pulses387

at RNK are significantly muted compared to those predicted by the terminus-driven model.388

In part, this may be due to the lower sampling frequency of terminus change. Prior to389

2017, our terminus record of RNK contains just six termini per month while after 2017,390

there are up to fourteen termini per month. Indeed, we observe more correlation between391

the magnitude of velocity pulses related to calving events between the observed and sim-392

ulated velocities after 2017. In addition to reduced sampling frequency, the floating por-393

tion of RNK with its flat surface topography produces a much weaker simulated veloc-394

ity pulse in response to calving events than is seen on grounded ice, where surface to-395

pography is much steeper. Thus, the floating ice with its flat surface topography damp-396

ens the impact of calving on surface speed.397

The floating portion of the RNK terminus produces simulated velocities that have398

a much lower magnitude than observed (Figure 2), indicating that velocity change on399

this part of RNK is not driven by terminus change through longitudinal stress coupling.400

Terminus change may still have a strong, but more indirect impact on the velocity change401

on the floating portion via lateral stresses originating on the adjacent grounded ice. In402

contrast, the observed velocities in the floating portion of RNK show just as much vari-403

ation over time as we observe in the grounded portion. We attribute this discrepancy404

to the fact that the terminus-driven model captures longitudinal stresses but not lateral405

stresses. Thus, the seasonal variations in the observed velocity over the floating region406

might be driven by the nearby velocities on the grounded ice through lateral stress, which407

is not captured by the terminus-driven model. The impact of flotation may also be ob-408

served on the grounded ice. For example, in 2017 and 2018 RNK underwent a large multi-409

year advance (∼ 1000 meters), after which the seasonal variations in both simulated and410

observed velocity in the grounded ice are reduced in amplitude compared to other years.411
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We speculate that as the glacier advanced, its original grounded front became floating412

and the surface flattened, which caused the velocity to be less sensitive to seasonal ter-413

minus variation.414

6.2 Impact of observed seasonal elevation changes415

The availability of seasonally-resolved elevation change allows us to investigate the416

degree to which velocity is sensitive to changing surface elevation. We find that seasonal417

elevation change for EQP, KAN, KUJ, and AVA is relatively uniform along flow (Fig-418

ure 8), and as a result, they do not significantly alter terminus-driven velocity (black lines419

in Figures 3–6). This aligns with our experimental results that suggest that vertical shifts420

in elevation have a limited contribution to velocity seasonality (Figure 9a). The exper-421

imental results also suggest steepening surface elevation will cause stronger velocity re-422

sponses (Figure 9b), which agrees with our results for RNK that simulated velocity is423

comparable with observations along the steep grounded flowlines but nearly absent on424

flat floating flowlines (Figure 2).425

6.3 Analysis of model sensitivity on velocity positions and derived stress426

coupling lengths427

We further test the sensitivity of the position of the velocity points to the results428

by including more data points in both upstream and downstream regions (blue points429

in Figure 1). For RNK, KUJ, and EQP, differences exist between upstream and down-430

stream measurements (Figures S2, S3, S5, S7). The spatial changes for AVA and KAN431

in both velocity observations and simulations are subtle (Figures S4 and S6). However,432

the temporal pattern of velocity remains relatively consistent across the entire water-433

shed, with only the magnitude of velocity decreasing from downstream to upstream. In434

the ground portion of RNK, both observed and simulated velocity exhibit reduced sea-435

sonality from downstream to upstream, while also displaying a clear calving-induced ac-436

celeration. While most regions of the floating portion exhibit no discernible seasonality437

in the simulations, some areas demonstrate moderate seasonality (Figures S3b and S3c).438

The moderate seasonality of these areas can be attributed to their relatively small driv-439

ing stress; when the driving stress is reduced, the impact of τF (X) on velocity becomes440

more pronounced.441

Our simulated velocities match well with the observed ones for KUJ and EQP over-442

all. However, the simulated velocity for KUJ overestimates the seasonality in 2020 in up-443

stream regions (Figures S5e and f) and underestimates the seasonality in 2021 in down-444

stream regions (Figure S5). This suggests that environmental factors, aside from termi-445

nus change, may influence the seasonality of velocity for KUJ, and that this influence446

varies spatiotemporally. In 2020, seasonal elevation change in EQP diminish the simu-447

lated velocity’s seasonality more prominently in the upstream region, better aligning with448

observed velocity than in the downstream region (Figures S7d and e). However, the terminus-449

driven model with varying geometry overestimates the seasonal velocity in the downstream450

region. We hypothesize that seasonal elevation change acts to dampen the seasonal ve-451

locity signal in the upstream region, potentially propagating downstream. However, since452

the terminus-driven model only considers the geometry at a given location, it thus fails453

to capture such propagation.454

The stress coupling length is 25km for RNK, 10km for EQP, and 20km for KUJ455

(Table S1). KAN and AVA’s seasonal velocities are not driven by terminus variation, so456

we do not include the estimation of stress coupling length for these glaciers. Enderlin457

et al. (2016) estimated the stress coupling length by using an empirical method, suggest-458

ing that the stress coupling length should be approximately four times the glacier thick-459

ness, which is smaller than our estimation. Our estimation of SCL might be uncertain460
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since we assume a constant stress coupling length along the profile and the terminus-driven461

model is a simplified 1-D model.462

7 Conclusion463

We apply a terminus-driven model to elucidate the seasonal and sub-seasonal ve-464

locity changes for five glaciers in Central West Greenland. The comparison between sim-465

ulated and observed velocity suggests that glacier velocity change is driven by the in-466

terplay of multiple processes: terminus variations, runoff changes, evolution of the sub-467

glacial drainage system, and calving. Most glaciers exhibit more than one of these ve-468

locity variations and thus are a compounded signal. Notably, the observed seasonal el-469

evation changes appear to have limited influence on simulated velocities largely because470

the seasonal elevation signal is dominated by shifts in elevation and not changes in sur-471

face slope. Our experiments indicate that changes in surface slope have a stronger im-472

pact on the response of velocity to terminus changes than uniform changes in elevation.473

Our study provides a framework that can be applied to all outlet glaciers around the Green-474

land Ice Sheet to reveal the compounded nature of each glacier’s seasonal velocity change.475

Moreover, the same framework could be applied to investigate the long-term changes in476

glacier dynamics with adequate historical data. By systematically discerning the com-477

monalities and disparities among glaciers with distinct glaciological settings, our approach478

has the potential to shed light on diverging controls on outlet glaciers.479
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Figure 1. Glacier and data locations. Glaciers examined in this study include Rink Isbrae

(RNK), Sermeq Avannarleq (AVA), Sermeq Kujalleq (KUJ), Kangilernata Sermia (KAN), and

Eqip Sermia (EQP). Black solid flowlines represent grounded portions of the glaciers while

dashed flowlines represent floating portions. The terminus traces in 2018 from AutoTerm are

colored by date. Colored points on flowlines are the locations where we obtain velocity time se-

ries from ITS LIVE. The results section shows the results of the red points. Blue points are for

testing the sensitivity of the position of velocity to the results.
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Figure 2. The full record of RNK. (a) is the terminus variation with pink shading repre-

senting uncertainty derived from AutoTerm. (b) Displays the runoff time series. (c) Illustrates

surface elevation changes. (d) Compares simulated and observed velocity for grounded flowlines.

(e) Extends the comparison to floating flowlines (as in d). The dashed boxes show the accelera-

tions caused by runoff.

–17–



manuscript submitted to JGR: Earth Surface

Figure 3. The full record of AVA. The figure follows the same design as Figure 2. The verti-

cal green lines indicate the study period in Figure 10d.
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Figure 4. The full record of KUJ. The figure follows the same design as Figure 2.
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Figure 5. The full record of KAN. The figure follows the same design as Figure 2. The verti-

cal green lines indicate the study period in Figure 10c.
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Figure 6. The full record of EQP. The figure follows the same design as Figure 2. The verti-

cal green lines indicate the study period in Figure 10a and 10b.
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Figure 7. Scatter plot showing the comparison between simulated and observed velocity for

KUJ, EQP, RNK, KAN, and AVA. The 1:1 line is as shown for each.
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Figure 8. Surface elevation profiles in 2019 for AVA, KUJ, KAN, and EQP.

Figure 9. Experiment results using the artificially modified surface elevations. The results of

(a) correspond to (c), and the results of (b) correspond to (d).

–23–



manuscript submitted to JGR: Earth Surface

Figure 10. Velocity profiles over time for EQP, KAN, and AVA. The average velocity profile

has been subtracted for a better display of changes over time. The original velocity profiles are

shown in Figure S8. The shaded areas indicate regions where we obtain velocity variations in the

frontal and upstream sections. (a) Velocity profiles of EQP during the melt season. (b) Velocity

profiles of EQP after the melt season, during which velocity is primarily influenced by terminus

changes. (c) Velocity profile of KAN during winter and early melt season. (d) Velocity profile of

AVA during winter and early melt season.
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