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Abstract14

This work describes the implementation and evaluation of the Slab Ocean Model com-15

ponent of the Energy Exascale Earth System Model version 2 (E3SMv2-SOM), and its16

application to understanding the climate sensitivity to ocean heat transport (OHT) strength17

and CO2 forcing. E3SMv2-SOM reproduces the baseline climate and Equilibrium Cli-18

mate Sensitivity (ECS) of the E3SMv2 fully coupled experiments, reasonably well, with19

a pattern correlation close to 1 and global mean bias that is less than 1% of the fully cou-20

pled surface temperature, precipitation and sea ice extent and volume. Similar to other21

model behaviour, the ECS estimated from the SOM (4.5◦C) is greater than the estimate22

from fully coupled model (4.0◦C; from 150 years regression). The E3SMv2 baseline cli-23

mate is also very sensitive to the strength of the OHT from which the prescribed ocean24

heat convergence (OHC) for the SOM is derived, with a surface temperature difference25

of about 4.0◦C between high- and low-OHT SOM experiments. The surface tempera-26

ture response in the high/low-OHT experiments occur through a positive/negative Short-27

wave cloud radiative effect, caused by a decrease/increase in marine low-level clouds over28

subpolar regions. This surface temperature sensitivity to prescribed OHCs is particu-29

larly large in the Southern hemisphere and is associated with an overcompensation of30

between prescribed OHC/OHT by atmosphere heat transports. This large sensitivity in-31

dicates stronger low-level cloud feedbacks in E3SM. The SOM’s ECS estimate is also sen-32

sitive to the baseline climate it is initialized from, with an ECS difference of 0.5◦C be-33

tween the high- and low- OHT CO2 increase experiments.34

Plain Language Summary35

The implementation and evaluation of the Slab Ocean Model (SOM) in the Exas-36

cale Earth System Model version 2 (E3SMv2) is described in this study. The SOM is eval-37

uated by comparing its climate simulation to that of the full version of the model that38

uses a dynamic ocean model instead of a SOM. The SOM reproduces the baseline cli-39

mate of the full E3SMv2, as well as the equilibrium surface global temperature response40

to CO2 doubling of the full model reasonably well. The SOM is further used to test the41

sensitivity of the E3SM model to various ocean heat transport strengths. The results show42

that E3SMv2 has a large surface temperature sensitivity to ocean heat transport changes,43

particularly over the Southern Ocean. This large sensitivity occurs as a result of changes44

in marine low-level clouds, which cause changes in the shortwave radiation that reach45

the surface and enhance the surface temperature changes. Atmosphere heat transport46

also respond to and compensate ocean heat transport changes, and as a result of the large47

temperature response in the Southern Ocean, this compensation is also greater there.48

We also find that Ocean heat transport increases also reduce the equilibrium surface tem-49

perature response to CO2 doubling.50

1 Introduction51

Slab Ocean models (SOM) are very useful tools for hierarchical ocean model stud-52

ies and evaluation of climate sensitivity (Danabasoglu & Gent, 2009; Bitz et al., 2012;53

Jeevanjee et al., 2017; Dunne et al., 2020). A slab ocean model is a single layer approx-54

imation of a dynamic ocean model that is thermally coupled with the atmosphere and55

sea ice models. In contrast to a dynamic ocean model where circulation features (cur-56

rents, transports, mixed layer depth, etc) are simulated and can evolve and change from57

year to year, the mixed layer thickness and net impact of ocean heat transports are pre-58

scribed for slab ocean models. As a result, the SOM is able to simulate the evolution of59

the ocean surface temperature and upper ocean heat content reasonably well, and is able60

to equilibrate very quickly to provide information at a fraction of the cost of a climate61

model with explicit ocean and sea ice dynamics.62
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While other configurations of Ocean Mixed Layer Models (MLM) have been used63

(e.g., Codron, 2012; Hirons et al., 2015; Hsu et al., 2022), the SOM configuration is more64

widely used because of its simplicity and ability to reproduce a model’s climatology and65

climate sensitivity. The SOM configuration is different from these other ocean mixed layer66

model configurations because it doesn not include an explicit representation of ocean ver-67

tical mixing processes and surface wind changes on the ocean mixed layer. The SOM con-68

figuration, instead represents the net climatological impact of all ocean heat transport69

processes (including vertical mixing and advective processes) through the monthly cli-70

matological ocean heat convergence that is prescribed for the model.71

Despite its usefulness, the SOM capability has not been implemented and evalu-72

ated in the Exascale Earth System model (E3SM). E3SM is a relatively new coupled model73

developed by the US Department of Energy (DOE) (Leung et al., 2020). The E3SM project74

(http://e3sm.org) aims to tackle the challenges important to DOE’s mission to simulate75

and predict long term changes in environmental variables relevant for the US energy sec-76

tor. The E3SM was branched from a variant of the Community Earth System Model (CESM)77

but has undergone significant changes. The atmospheric component uses the spectral78

element dynamical core instead of the finite volume grid (Rasch et al., 2019) and the Model79

for Prediction Across Scales (MPAS) framework is adopted for its Ocean and Sea ice com-80

ponent models (Ringler et al., 2013; Petersen et al., 2019), replacing CESM’s choices for81

an ocean model. Here, we implement the “NEWSOM” formulation described in Bitz et82

al. (2012) into E3SM version 2 (E3SMv2) (Golaz et al., 2022). This SOM formulation83

was designed to reproduce the climatology of a fully coupled model, unlike earlier for-84

mulations of SOM that aim to reproduce observations (McFarlane et al., 1992; Kiehl et85

al., 2006; Schmidt et al., 2006; Knutson, 2003). The “NEWSOM” has an advantage of86

simulating realistic model sea ice climatology without requiring additional adjustments87

to the prescribed ocean heat convergence.88

In section 2, we describe the SOM formulation in E3SMv2 and the sets of E3SMv2-89

SOM experiments that are used to evaluate and test its sensitivity to ocean heat trans-90

ports. In the results section 3.1, the ability of SOM to reproduce the climatology of the91

fully coupled E3SMv2 pre-industrial control integration and its climate sensitivity to CO292

forcing is demonstrated. In section 3.2, the sensitivity of the E3SMv2 to variations in93

prescribed ocean heat convergence forcings, particularly for the relatively weak (com-94

pared to observational estimated) ocean heat transports from the E3SMv1/v2 low-resolution95

experiments and the stronger ocean heat transports produced in E3SMv1 high resolu-96

tion and CESM simulations. We demonstrate that the SOM can indeed be a useful part97

of the E3SM capability suite.98

2 Model description and experiments99

This study is based on assessing a series of simulations in which the standard ocean100

model component in the Exascale Earth System Model versions 2 (E3SMv2, Golaz et101

al., 2022) is replaced with a SOM. The standard fully coupled E3SMv2 model contains102

the E3SM Atmosphere Model (EAM) (Rasch et al., 2019), the E3SM Land Model (ELM),103

Model for Prediction across scales MPAS ocean model (MPAS-O) and MPAS sea ice mod-104

els (MPAS-SI) (Petersen et al., 2019) respectively. The E3SMv2-SOM configuration (E3SMv2-105

SOM) thus replaces the dynamic MPAS-O model component with the SOM component.106

While the SOM configuration is evaluated primarily in E3SMv2 model, SOM experiments107

are also performed in which the SOM forcing fields are derived from the previous E3SMv1108

(Golaz et al., 2019) and CESM1 fully coupled simulations (Hurrell et al., 2013).109

The SOM formulation and the method of deriving prescribed ocean heat conver-110

gence (OHC) and mixed layer depth (MLD), and the motivation for our choices of these111

fields (the SOM configuration) for the study are discussed next. The E3SMv2-SOM for-112

mulation is the same as the “NEWSOM” formulation described in (Bitz et al., 2012) which113
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is currently used in the CESM model, which replaces an alternate treatment used in early114

versions of CESM referred to as “OLDSOM” formulation in the study. Here, the equa-115

tions for computing the prescribed OHC and temperature evolution in the SOM are im-116

plemented on the MPAS grid and E3SM architecture. Note that the term ”mixed layer117

depth” is used interchangeably with the term ”boundary layer thickness” in this study.118

The ocean mixed layer depth and boundary layer thickness both represent the well mixed,119

homogeneous ocean surface layer, but are computed differently in the ocean model. How-120

ever, to avoid confusion, the more widely used ocean mixed layer depth is what is used121

throughout the rest of the paper.122

The NEWSOM formulation was designed to reproduce SSTs and sea ice from a fully123

coupled model climatology, unlike the “OLDSOM” and other SOM formulations have124

been used with a target of reproducing observed SSTs and sea ice climatology (Knutson,125

2003; Schmidt et al., 2006; McFarlane et al., 1992). These earlier methods for deriving126

the prescribed OHC involve restoring surface heat fluxes or SSTs in the SOM to the ob-127

served climatology. However, online adjustments to the OHC were often necessary in or-128

der to reproduce observed SSTs and sea ice climatology and avoid excessive sea ice growth129

and cooling. The advantage of the NEWSOM formulation over the earlier treatments130

is that it does not require online adjustments to the prescribed OHC in order to repro-131

duce the intended SSTs and sea ice thickness climatology. Nevertheless, this SOM for-132

mulation can inherit biases from the fully coupled model from which it is derived. All133

SOM models also can suffer from potential biases due to the lack of mechanical coupling134

with the atmosphere and the seasonally invariant ocean MLD.135

The SOM formulation simulates the ocean mixed layer/surface temperature fol-136

lowing equation (1).137

ρoCph
∂T

∂t
= Foa + Foi − Fo138

Foi = lh(Tfrz − T ) (1)139

Here h is the spatially varying annual climatological ocean MLD and T is the ocean140

mixed layer temperature. Foa is the air-sea heat flux exchange between the atmosphere141

and ocean; Foa includes the radiative short wave and long wave, and the turbulent sen-142

sible and latent heat flux components. Foi is the ocean-to-ice heat fluxes for sea ice melt143

and frazil ice growth, while Fo is the ocean heat convergence (OHC). The constants ρo,144

Cp and lh are the density, heat capacity of sea water and latent of freezing, respectively.145

The variables T , Foa, and Foi in equation (1) are computed online in the SOM con-146

figuration. T and frazil component of Foi are primarily computed in the SOM, while the147

air-sea fluxes are computed from the coupling of the atmosphere model with the SOM148

temperature. The frazil component of the ocean-to-ice heat fluxes is the heat released149

when frazil ice forms. It is computed according to equation (1b), anywhere the ocean150

temperature falls below the freezing temperature in the SOM, after which the ocean tem-151

perature is reset to the freezing temperature. The melt component of the ocean-to-ice152

heat fluxes are computed similarly but in the sea ice model, anywhere there is sea ice153

and the ocean temperature is above freezing. The ocean temperature, frazil and melt154

ocean-to-ice heat fluxes are thus exchanged between the sea ice model and the SOM.155

Monthly climatological OHC (Fo), on the other hand, is prescribed for the SOM156

since it does not simulate ocean circulation and the heat transport associated with it.157

Note that although ocean heat convergence and heat transport are sometimes used in-158

terchangeably, they are different quantities, OHC is a scalar quantity representing the159

convergence of the ocean heat transports (lateral fluxes) across each face of the ocean160

grid cell. Fo is computed from a quasi-equilibrium climatological state of a fully coupled161

ocean model, as a residual of the monthly climatological air-sea fluxes, ocean-to-ice heat162

–4–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

fluxes, and ocean mixed layer heat content tendencies, following equation (2). As in the163

SOM equation 1, a time-invariant annual climatological MLD (h) is also used in com-164

puting the Fo in equation 2. Using a quasi-equilibrium or equilibrium state of the fully165

coupled model ensures that the global and time average of the Fo is as close as possi-166

ble to zero. In equilibrium the ocean is in steady state, and heat exchange between the167

ocean MLD and deep ocean goes to zero in the global and time average. Further adjust-168

ment is also applied to the computed Fo to ensure the global and time average ocean heat169

convergence is zero, so that Fo cannot act as source or sink of heat in the SOM simu-170

lation. Fo at each time step in the SOM simulation is interpolated from the prescribed171

monthly climatological OHCs and this process is repeated annually.172

Fo = −ρoCph
∂T

∂t
+ Foa + Foi (2)173

2.1 Experiments174

A suite of 50-yr long SOM experiments are run to evaluate the ability of the E3SMv2-175

SOM to reproduce the fully coupled E3SMv2 climatology and equilibrium climate sen-176

sitivity, as well as to test the impact of the prescribed ocean heat convergence on the base-177

line climate simulated by the SOM. In order to evaluate the ability of the SOM to re-178

produce the climatology of the fully coupled pre-industrial control experiment at low res-179

olution (v2.LR.control), an analogous SOM experiment (SOM.v2.LR-OHC) is run. The180

SOM.v2.LR-OHC experiment is similar to the fully coupled v2.LR.control experiment181

except that the MPAS-O model is replaced with the SOM, other model components (that182

is EAMv2, ELM, MPAS-SI and MOSART) are identical. Both simulations are forced183

with 1850 pre-industrial atmosphere and land conditions and the prescribed OHC and184

MLD for the SOM.v2.LR-OHC experiment are also derived from the quasi-equilibrium185

climatology period (Years 481-500) of the v2.LR.control experiment. The SOM simu-186

lation is also initialized from the January climatological SSTs from this time period (Fig-187

ure 1).188

In order to test the sensitivity of E3SMv2 model to the strength of the heat trans-189

ports in the ocean, three additional SOM experiments (SOM.v1.LR-OHC, SOM.v1.HR-190

OHC and SOM.P-OHC) are run using different choices for the prescribed OHC. The OHCs191

prescribed for the SOM.v1.LR-OHC, SOM.v1.HR-OHC and SOM.P-OHC experiments192

are derived from the fully coupled E3SMv1 control simulations at Low (v1.LR.control)193

and high resolutions (v1.HR.control), and CESM control simulation, respectively (See194

Table 1 for a summary of the experiments).195

These three fully coupled simulations are chosen primarily because of the strengths196

of the Atlantic Meridional Overturning Circulation (AMOC) in their ocean models. The197

AMOC is a major means of poleward heat transport by the ocean, which has great im-198

pact on the global climate. When compared to observations, the v1.LR.control and v2.LR.control199

simulations have very similar but weak AMOC (12 and 11 Sv, respectively; Golaz et al.,200

2019, 2022), while v1.HR.control and CESM control experiments have similar strong AMOC201

(18 and 20 Sv, respectively; Caldwell et al., 2019). The impact of the AMOC strength202

in these fully coupled simulations can be seen on the respective OHCs that are derived203

from them (Figures 2). When compared to those of the v2.LR.control and v1.LR.control,204

the OHCs derived from the v1.HR.control and CESM fully coupled experiments show205

much greater heat convergence over the subpolar Atlantic, and over the polar regions206

of Southern Ocean, due to their stronger AMOC (compare Figures 2b, c, and 1a, 2a).207

The relationship between the prescribed OHCs and the poleward ocean and atmospheric208

heat transports is discussed further in the section 3.2. By using a pair of SOM exper-209

iments with similar ocean heat transports from different generation of models (E3SMv1-210

LR/E3SMv2-LR and E3SMv1-HR/CESM), we are able to verify the robustness of the211

impact of ocean heat transport strength on the climate response.212
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Figure 1. Annual climatological forcings diagnosed from years 481 - 500 of the MPAS Ocean

model output of the fully coupled v2.LR.control simulation, and prescribed for the SOM.v2.LR-

OHC simulation; (a) Ocean Heat Convergence (Wm−2; Positive sign = heat divergence and

negative sign = heat convergence), (b) Sea Surface Temperature (◦C) and (c) Mixed Layer Depth

(m),
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Figure 2. Ocean heat convergence (W/m2) diagnosed from the fully coupled E3SMv1 control

simulations with MPAS-ocean model at (a) Low resolution (v1.LR.Control), (b) High resolution

(v1.HR.Control), and (c) CESM simulation with POP ocean model. Negative sign is ocean heat

convergence into the ocean mixed layer

–7–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Table 1. Summary of Experiments

Name Forcings Length

SOM.v2.LR-OHC 1850 forcing and initialization; Prescribed ocean heat con-
vergence derived from the fully coupled E3SM v2.LR.control
experiment.

50 yrs

SOM.v1.LR-OHC 1850 forcing and initialization; Prescribed ocean heat conver-
gence derived from the E3SM v1.LR.control experiment.

50 yrs

SOM.v1.HR-OHC 1850 forcing and initialization; Prescribed ocean heat con-
vergence derived from the fully coupled E3SM v1.HR.control
experiment.

50yrs

SOM.P-OHC 1850 forcing and initialization; Prescribed ocean heat conver-
gence derived from the fully coupled CESM control experiment.

50yrs

SOM.v2.LR-OHC-4xCO2 4xCO2 forcing; initialized from year 25 of the SOM.v2.LR-OHC
experiment; Prescribed ocean heat convergence derived from the
fully coupled E3SM v2.LR.control experiment.

50yrs

SOM.v1.HR-OHC-4xCO2 4xCO2 forcing; initialized from year 25 of the SOM.v1.HR-OHC
experiment; Prescribed ocean heat convergence derived from the
fully coupled E3SM v1.HR.Control experiment.

50yrs

Aside from the differences in their AMOC strengths, there are other significant dif-213

ferences among the fully coupled simulations chosen for deriving the prescribed OHCs.214

The model configurations used to produce v1.LR.control and v2.LR.control fully cou-215

pled experiments contain significant differences in their atmospheric model component,216

though they used similar 1850 preindustrial forcing conditions, while the v1.HR.control217

simulation had the same model components as the v1.LR.control experiment, but used218

a much finer grid resolution for all model components, as well as 1950 forcings and dif-219

ferent choices for atmospheric model tuning from the v1.LR.control simulations (Caldwell220

et al., 2019). The fully coupled CESM experiment also contains different model compo-221

nents from the E3SM experiments and uses 1850 settings for atmosphere and land forc-222

ings. Despite the various differences, our goal in running this set of SOM experiments223

is to study the sensitivity of the E3SMv2 baseline climate, only to the differences in ocean224

heat transports in these fully coupled experiments. We achieved this by using a single225

choice of atmosphere, ice, and land models (i.e E3SMv2 configuration), with a single SOM226

formulation (using different choices for prescribed OHC) for all four SOM experiments.227

The SOM experiments also use the same 1850 atmospheric forcings and ocean MLD, and228

are initialized from the same initial ocean state, such that the only difference between229

these SOM experiments is their prescribed OHC.230

Another set of CO2 quadrupling SOM experiments (SOM.v2.LR-OHC-4xCO2, and231

SOM.v1.HR-OHC-4xCO2) is run in order to evaluate the equilibrium climate sensitiv-232

ity of the E3SMv2 model to CO2 forcing and test its sensitivity to prescribed ocean heat233

transport. The SOM.v2.LR-OHC-4xCO2 and SOM.v1.HR-OHC-4xCO2 are initialized234

from years 25 of the SOM.v2.LR-OHC and SOM.v1.HR-OHC control simulations respec-235

tively with quadrupled CO2 level (See Table1).236

3 Results237

3.1 Comparison between fully coupled and SOM experiments238

The ability of the E3SMv2-SOM to reproduce the fully coupled model climate is239

first evaluated by comparing the equilibirum climate of the E3SMv2-SOM (years 26-50240

of SOM.v2.LR-OHC experiment) with that of its fully coupled analogue (years 481-500241

of the v2.LR.control experiment; Note that the SOM simulation reaches an equilibrium242

within 20 years). Recall that the target climatology for the SOM.v2.LR-OHC experi-243
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Figure 3. Annual mean Sea Surface temperature (◦C) in the SOM.v2.LR-OHC slab ocean

experiment (a), and v2.LR.piControl Fully coupled preindustrial control experiment (b) and their

difference (c). Pattern correlation between the SOM and fully coupled SST patterns is 1.

ment is the v2.LR.control fully coupled experiment’s climatology, since its prescribed OHC,244

MLD and initial temperature are derived from the v2.LR.control experiment.245

3.1.1 Climatology246

The annual averaged sea surface temperature in the SOM.v2.LR-OHC experiment247

shows very good agreement with that of its corresponding fully coupled experiment (Fig-248

ure 3 a and b), with a pattern correlation of 1. SSTs in the SOM.v2.LR-OHC experi-249

ment are overall cooler than those of the fully coupled experiment, particularly in sub-250

polar regions in both hemispheres, while it is warmer in tropics, particularly in the Pa-251

cific(Figure 3c). This cold bias is greater in the summer season in each hemisphere, that252

is, DJF months in the Southern hemisphere and JJA months in the Northern hemisphere253

(Figures S1 and S3). As a result, the global annual surface air temperature simulated254

in the SOM experiment is less than 0.5◦ colder than that of the fully coupled experiment.255

The global averaged surface air temperature for the equilibrium state of the SOM ex-256

periment is 13.2◦C, compared to 13.7◦C in the fully coupled control experiment (Golaz257

et al., 2022).258

The SST anomaly pattern might be explained by the annual ocean MLD that is259

used in deriving the prescribed OHC and subsequently used for the SOM experiment.260

Recall that the prescribed OHC is computed with the annual climatological MLD rather261

than a seasonally varying monthly climatological one. The ocean mixed layer is deep-262
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Figure 4. Climatological Sea ice extent (a) and sea ice volume in the SOM.v2.LR-OHC ex-

periment (Years 26 -50; solid line) and v2.LR.Control fully coupled experiment (Years 481 - 500;

dashed lines), in the Arctic (Blue) and Antarctic (Red).

est and exhibits more seasonal variation in the subpolar regions in both hemispheres. The263

MLD deepens in winter and shallows in summer of each hemisphere. The annual mean264

MLD at a given location is therefore deeper than the monthly MLD in the summer sea-265

son and shallower in winter. As a result, using an annual mean MLD in the SOM causes266

an underestimation of the temperature tendency in summer and in an overestimation267

in winter, according to equation (1). This might explain why the cold bias is greater in268

summer than in winter of each hemisphere.269

As a result of the cold bias in surface temperature, the SOM generally simulates270

greater sea ice extent and thickness than the fully coupled experiment. However, the bias271

in the sea ice extent is smaller than that of sea thickness, especially in the Arctic (Fig-272

ure 4). Sea ice thickness bias is the largest in the shoulder seasons (SON in the Arctic273

and MAM for the Antarctic), when the climatological Sea ice thickness and extent are274

at their minimum. Greater sea ice thickness bias in the shoulder seasons is consistent275

with the greater SST cold bias that is simulated in the preceding summer seasons in the276

SOM. (Figure 4). The results here show a good agreement with the CESM-SOM com-277

parison described in Bitz et al. (2012).278

Precipitation is also reproduced reasonably well in the SOM experiment, with a279

global mean bias that is less than 1 percent of the fully coupled global precipitation av-280

erage (Figure 5). However, precipitation in the SOM experiment is generally less than281

the fully coupled experiment, with the exception of a stronger precipitation bias in the282

tropics, particularly over the western tropical Pacific. This precipitation bias pattern can283

be explained by the SSTs anomaly pattern in the SOM experiment, compared to the v2.LR.piControl284

experiment. It also appears that the the double ITCZ bias in the SOM is reduced com-285

pare to the v2.LR experiment.286
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Figure 5. Annual mean Precipitation (mm/day) in the SOM.v2.LR-OHC slab (top) and

v2.LR.piControl fully coupled (middle) experiments, and their difference (bottom).

3.2 Sensitivity to ocean heat transports287

The capability of evaluating the impact of various prescribed OHCs on climate is288

another valuable use of the SOM. Here, the sensitivity of the E3SMv2 baseline climate289

to various ocean heat transport strengths is evaluated by comparing the SOM.v2.LR-290

OHC with the SOM.v1.LR-OHC, SOM.v1.HR-OHC and SOM.P-OHC experiments. Re-291

call that the prescribed OHCs are the only differences among these four SOM experi-292

ments (section 2.1), and these are chosen based on the AMOC strengths of the fully cou-293

pled simulations from which the OHCs are derived. The global and annual averages for294

these prescribed OHCs are also zero, by design (See section 2), so that the climate re-295

sponses to the OHCs occur only as a result of the differences in their spatial pattern and296

local amplitude.297

The differences between the OHCs prescribed for the SOM.v2.LR-OHC experiment298

and each of the other three SOM experiments are shown in Figure 6. OHC anomalies299

in the other three SOM experiments are defined with respect to the SOM.v2.LR-OHC300

experiment. Similar to their AMOC strengths, the OHC differences between the SOM.v2.LR-301

OHC and SOM.v1.LR-OHC experiment are small, while those of the SOM.v1.HR-OHC302

and SOM.P-OHC experiments are much greater, particularly over the subpolar Atlantic303

and in Southern Ocean. Recall that the AMOC strengths of the v1.LR.control and v2.LR.control304

is similar and weak, while AMOC of v1.HR.control and CESM-POP are both stronger.305

Because the global averages of the OHCs are zero, the increased ocean heat convergence306

in Northern and Southern subpolar/Polar regions in the SOM.v1.HR-OHC and SOM.P-307

OHC experiments are also compensated by increased heat divergence in the subtropi-308

cal/tropical regions.309
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Figure 6. Differences between the ocean heat convergences derived from the E3SM fully

coupled v2.LR.control simulation and the (a) v1.LR.control (v1.LR-OHC), (b) v1.HR.control

(v1.HR-OHC) and (c) CESM control (POP-OHC) simulations. Anomalies represent differences

between the experiments. Negative sign indicates more heat convergence and positive is less heat

divergence
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Figure 7. Poleward Ocean heat transports computed from the prescribed ocean heat conver-

gence forcings for the SOM.v2.LR-OHC (blue) SOM.v1.LR-OHC, (orange), SOM.v1.HR-OHC

(Yellow) and SOM.P-OHC (purple) experiments. Positive sign denotes northward heat transport
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(orange), SOM.v1.HR-OHC (yellow), SOM.P-OHC (purple) experiments.

Apart from their AMOC strengths, another metric that can quantify the strengths310

of the ocean heat transport in the fully coupled experiments that produce these OHC311

patterns is their poleward ocean heat transport. The poleward OHT can be computed312

from the prescribed OHCs as
∫ ∫

Fo(y)dxdy (Figure 7). Similar to the differences in their313

AMOC strengths, the prescribed OHCs for both SOM.v1.HR-OHC and SOM.P-OHC314

exhibit greater poleward heat transport in both Northern and Southern hemispheres than315

those in SOM.v1.LR-OHC and SOM.v2.LR-OHC. The SOM.v1.LR-OHC and SOM.v2.LR-316

OHC experiments are thus hereafter referred to as the low-OHT forcing experiments,317

while the SOM.v1.HR-OHC and SOM.P-OHC as the high-OHT forcing experiments.318

Consistent with their fast equilibration time, there is an initial increase in the net319

global TOA flux, which quickly reduces to zero after about 20 years in all the SOM ex-320

periments (Figure 8). The low-OHT forcing experiments have similar weak initial TOA321

forcing response and surface air temperature responses, while the high-OHT forcing ex-322

periments also have a similar large initial TOA forcing of about 2 Wm−2. The equilib-323

rium global surface air temperatures in the low-OHT experiments are also similar, with324

a difference of about 0.5◦C between the SOM.v2.LR-OHC and SOM.v1.LR.OHC exper-325

iments (13.2◦C and 12.7◦C); those of the high-OHT experiments are also close in value326

(17oC and 16.6oC). However, the surface temperature response difference between the327

two pairs of low and high-OHT experiments is significant. The difference between the328

equilibrium time (Years 25 - 50) and globally averaged surface air temperature in the329

low-OHT and high-OHT experiments, is about 4◦C. This low/high-OHT temperature330

difference is almost the same as the equilibrium global surface temperature response to331

CO2 doubling as estimated with the fully coupled E3SMv2 (Golaz et al., 2022).332

It is noteworthy also, that the high-OHT SOM simulations are also warmer than333

the fully coupled simulation from which their OHCs are derived from, despite sharing334

the same ocean heat transports. For example, the surface temperature in the v1.HR.control335

fully coupled experiment is about 14.1◦C, which is much cooler than the 16.6◦C in the336
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SOM.v1.HR-OHC experiment. However, this transition to another climate in the high-337

OHT SOM simulations (relative to the fully coupled simulations their OHCs are derived338

from) can be anticipated, since the fully coupled simulations are produced by different339

atmosphere/land model components, with different parameter tunings, and exogenous340

forcing (by greenhouse gases, land use and land cover change, etc.). The atmosphere model341

in the v1.HR.control simulation (EAMv1) is different from the EAMv2 used in the SOM.v1.HR-342

OHC experiment here, with significant differences in their parameter tunings (Golaz et343

al., 2022). Our testing of the SOM configuration in E3SMv1 (not shown) indicates that344

the SOM experiments with the EAMv1 atmosphere were generally cooler than those of345

EAMv2. Different parameter tunings are also used for the low and high resolution fully346

coupled v1.HR.control and v1.LR.control simulations with EAMv1. In the Caldwell et347

al. (2019) study, the LR fully coupled simulation was compared with another LR fully348

coupled simulation that uses the HR atmosphere model parameter tunings applied (LR-349

tunedHR); it was found that surface temperature in the LRtunedHR simulation is cooler350

than the LR simulation. This result indicates that the HR parameter tuning of v1.HR.control351

fully coupled experiment helps to reduce the surface temperature in this experiment. The352

v1.HR.control experiment further uses year-1950 atmospheric and land forcings which353

produces relatively more negative TOA forcing compared to the year-1850 forcings used354

for the SOM.v1.HR-OHC here.355

Similarly, the CESM fully coupled simulation also uses very different atmosphere356

and land model components (CAM5, CLM45) with different parameter tuning than the357

EAMv2 and ELM model components used in the SOM.P-OHC simulation here. Our SOM358

test with E3SMv1 also allows the option of using either CAM5 or EAMv1 atmospheric359

component, and the SOM experiment with CAM5 and CLM45 also produces much cooler360

surface temperatures (not shown). As a result of these different factors, it is reasonable361

to expect that the climate in the SOM.v1.HR-OHC and SOM.v1.P-OHC simulations are362

warmer than their derivative fully coupled experiments, and a fruitful comparison be-363

tween these SOM experiment and the fully coupled one cannot be made. Only the com-364

parison of the SOM.v2.LR-OHC experiment to its fully coupled counterpart makes sense365

because of the similar model components and forcings they share. Nevertheless, com-366

paring these four simulations is useful for understanding the impact of ocean heat trans-367

port strength on a baseline climate.368

The large global surface temperature difference between the low-OHT and high-369

OHT experiments occurs largely over the subpolar regions in both hemispheres, while370

the subtropics and tropics show much weaker surface temperature response (Figure 9e,371

f). These SST patterns are largely explained by their OHC forcing difference patterns;372

similar to the SST response patterns, ocean heat convergence strengthens mainly in the373

subpolar North Atlantic and Southern Ocean in the high-OHT experiments, while ocean374

heat divergence strengthens in the subtropical and tropical regions (compare Figures 6375

b, c and 9 e, f). However, there are also significant differences between the anomalous376

SST and OHC patterns in the high-OHT experiments. The warming response over the377

northern subpolar Pacific is comparably large even though the OHC strengthening there378

is weak and even decreases in some locations. SST response in the Southern hemisphere379

is also generally greater the Northern one, even though the OHC strengthening there is380

weaker. The maximum surface air temperature response occurs poleward of 50◦S over381

the Antarctic (Figure10), in spite of the prescribed OHC forcing being generally weaker382

in the Southern hemisphere (compare Figures 7 and 10). The global cooling response383

in the SOM.v1.LR-OHC experiment also occurs largely over the subpolar Southern ocean384

despite having very similar ocean heat transport with the SOM.v2.LR-OHC experiment385

(Figure 9d and 10). These differences between the surface temperature response and OHC386

forcing patterns suggests the atmosphere also plays a role in the surface temperature re-387

sponse.388
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Figure 9. Climatological mean SSTs for years 26 - 50 in the SOM.v1.LR-OHC (a),

SOM.v1.HR-OHC (b) and SOM.POP-OHC (c) experiments and their anomalies from the cli-

matological mean SST in the SOM.v2.LR-OHC (e -f).

As a result of their surface temperature response and patterns, sea ice extent and389

volume are different between the experiments (Figure 11). While Sea ice extent/volume390

are generally much smaller in the high-OHT than low-OHT experiments, sea ice extent/volume391

is greatest in SOM.v1.LR-OHC experiment due to its cooler surface temperature. Sea392

ice becomes seasonal in the high-OHT experiments, disappearing particularly in the shoul-393

der seasons. The percentage increase/decrease in Antarctic sea ice extent/volume is greater394

than those of the Arctic in the low/high-OHT experiments, due to the greater surface395

temperature response in the Southern Ocean.396

It is noteworthy, that Arctic sea ice extent shows the least variation among all four397

experiments, particularly between experiments with similar prescribed OHCs, while Arc-398

tic sea ice volume and Antarctic extent/volume vary a lot more among the experiments399

(compare Figure 11a, with b, c, d). As a result of their very similar OHCs, Arctic sea400

ice extent, is almost the same between the two low-OHT experiments, as well as high-401

OHT experiments. Similarly, when compared to the fully coupled simulation its OHC402

is derived from, Arctic sea ice extent maximum in the SOM.v1.HR-OHC experiment is403

much closer to that of the fully coupled v1.HR.control experiment, its prescribed OHC404

is derived from (12.5 vs 16x106Km2; (Caldwell et al., 2019), despite the large surface405

temperature difference between them. The Antarctic sea ice extent and volume in the406

SOM.v1.HR-OHC simulation, on the other hand, are much smaller than those of the v1.HR.control407

experiment (5 vs 17.5x106Km2). These results support the earlier shown idea that Arc-408

tic sea ice extent is largely controlled by frazil ice growth, which in turn is controlled by409

the ocean heat convergence. As a result, experiments with similar OHCs can produce410

similar Arctic sea ice extent even with differences in the Atmosphere model. Arctic sea411

ice thickness, on the other hand, is largely controlled by the atmosphere through basal412
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Figure 10. Zonally averaged anomalous surface air temperature in the SOM.v1.LR-OHC,

SOM.v1.HR-OHC and SOM.P-OHC experiments. Anomalies are defined with respect to the

climatology of the years 25 -50 in the SOM.v2.LR-OHC experiment

ice growth, and thus responds more surface air temperature changes. Similarly, Antarc-413

tic sea ice extent/volume is largely controlled by the atmosphere through ice growth from414

snowfall (Garuba et al., 2020).415

The changes in surface temperature described above, also cause changes in the merid-416

ional temperature gradient in the atmosphere, which then cause poleward atmospheric417

heat transport (AHT) to respond to and compensate for the systematic prescribed changes418

in OHC/OHT in all three experiments (Figure 12a comparing dashed and solid lines).419

The increase in prescribed poleward OHT in the high-OHT experiments is compensated420

by a decrease in poleward AHT everywhere except for the polar regions. At the polar421

regions, there is an increase in poleward AHT in the two high-OHT experiments, despite422

having negligible OHT anomalies there. This compensation between poleward OHT/AHT423

also occurs in the SOM.v1.LR-OHC experiment, that is, decrease in poleward OHT is424

compensated by increase in poleward AHT, though the anomalies are much weaker in425

this experiment. It is noteworthy that the rate of compensation between poleward AHT426

and OHT is also different in each hemisphere. The prescribed anomalous poleward OHT427

is almost perfectly compensated by anomalous poleward AHT in the Northern hemisphere,428

while in the Southern hemisphere, OHT changes are overcompensated by the AHT in429

all three experiments. This overcompensation is the largest around 40oS in the SOM.v1.HR-430

OHC experiment, where reductions in the poleward AHT overcompensates the OHT in-431

creases by a factor of 2. This overcompensation in the Southern hemisphere is likely as-432

sociated with the greater surface temperature response and sensitivity to the prescribed433

OHC there, which causes greater decrease in the meridional temperature gradient there.434

The poleward AHT response can be decomposed further into components that are435

contributed by the zonally integrated surface and Top of the Atmosphere (TOA) heat436

fluxes. The net of these two quantities is the zonally integrated Atmospheric Heat Con-437

vergence (AHC;
∫
Fadx), which is integrated meridionally to give the atmospheric heat438

transport. We compare the AHC response and its components to the prescribed zonally439

integrated OHC anomalies (
∫
Fodx) in the experiments (Figure 12b, c and d; Note that440

the heat convergence variables are multiplied by dy to convert the zonally integrated units441

from Wm−1 to W for consistency with heat transport units in panel a). Anomalies here442

are also defined with respect to the SOM.v2.LR-OHC experiment.443
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Figure 11. Sea ice extent and volume in the Arctic (a, c) and Antarctic (b, d) in the

SOM.v2.LR-OHC (blue), SOM.v1.LR-OHC (orange), SOM.v1.HR-OHC (yellow) and SOM.P-

OHC (purple) and fully coupled v2.LR.piControl (dashed line) experiments

–17–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

-80 -60 -40 -20 0 20 40 60 80
Latitude

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

P
et

aw
at

ts

Heat transport anomalya.

-80 -60 -40 -20 0 20 40 60 80
Latitude

-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0.05

P
et

aw
at

ts

Heat convergence anomalyb.

-80 -60 -40 -20 0 20 40 60 80
Latitude

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

P
et

aw
at

ts

TOA heat flux anomaly c.

v1.LR-OHC
v1.HR-OHC
POP-OHC

-80 -60 -40 -20 0 20 40 60 80
Latitude

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

P
et

aw
at

ts

Surface heat flux anomalyd.

Figure 12. (a) Anomalous heat transport in the atmosphere (solid) and ocean (dashed). (b)

Zonally integrated anomalous heat convergence in the atmosphere (solid) and ocean (dashed),

and (c) the contributing anomalous net TOA and (d) net surface heat fluxes in SOM.v1.LR-OHC

(orange), SOM.v2.LR-OHC (yellow) and SOM.P-OHC(purple) experiments; Anomalies are de-

fined with respect to corresponding values in the SOM.v2.LR-OHC experiment. Note that the

zonally integrated heat flux and convergence quantities (Wm−1) are again multiplied by dy to

convert units to Petawatts)
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Figure 13. Regression of the annual global anomalous surface air temperature against anoma-

lous net top-of-the-atmosphere radiative fluxes (a), and its net cloud (b) and clear-sky com-

ponents (c) in the SOM.v1.LR-OHC (orange), SOM.v1.HR-OHC (yellow) and SOM.P-OHC

(purple) experiments. Anomalies are taken with respect to the values in the SOM.v2.LR-OHC

experiments.

The AHC and OHC show similar meridional variation pattern, however, their mag-444

nitudes are different (Figure 12b solid and dashed lines; negative sign in OHC means net445

gain of heat by the mixed layer). Like the poleward AHT response, the magnitudes of446

the AHC and OHC forcing are largely the same in the northern hemisphere, but greater447

in the Southern hemisphere subpolar regions. The AHC response is greater than the OHC448

forcing between 40-70◦S in all the experiments. Comparing the contributions of the sur-449

face and TOA heat flux components of the AHC response suggests, that this overcom-450

pensation in the AHC/AHT is largely associated with a large TOA flux response in the451

regions of overcompensation (Figure 12c, d solid lines). While AHC’s meridional pat-452

tern and magnitude is largely contributed by the surface heat flux component, the dif-453

ferences between the AHC and OHC magnitude is contributed TOA heat flux pattern454

and magnitude. The surface heat flux pattern and magnitude almost exactly matches455

that of the prescribed OHC forcing, such that the residual of the AHC and OHC is mainly456

contributed by the TOA flux component. Unlike the surface heat flux pattern and OHC457

forcing’s meridional pattern, the anomalous TOA is greater in the subpolar southern hemi-458

sphere than the northern one. Similarly over the polar regions, there is a relatively large459

TOA response even though there is a negligible anomalous surface heat flux increase.460

This result suggests that the overcompensation of the between the OHT and AHT in the461

Southern hemipshere and the large surface temperature sensitivity to prescribed OHC462

there, as well over the polar regions is likely caused by atmospheric feedbacks (e.g., clouds,463

water vapor and lapse rate) rather than by the local increase in surface heat fluxes.464

A regression of the global anomalous TOA fluxes and their components against the465

global anomalous surface air temperature in the three slab experiments (Figure 13), fur-466

ther suggests that the large positive anomalous TOA in the high-OHT experiments can467

be attributed to the cloudy component response. Initially, responses in both clear-sky468

and cloudy components produce a positive TOA forcing in the first four years. However,469

the TOA forcing due to the clear-sky component quickly becomes negative after four years,470
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Figure 14. Annual mean net cloud radiative effect (Wm−2) in the SOM.v1.LR-OHC,

SOM.v1.HR-OHC, and SOM.P-OHC experiments (a - c), and their difference from the net cloud

radiative effect in the SOM.v2.LR-OHC experiment (d - f).

while the cloud radiative effect remained positive. The clear-sky component becomes in-471

creasingly negative until it balances the positive cloud radiative effect in equilibrium.472

Indeed, there is a global net positive Cloud Radiative Effect (CRE) in high-OHT473

compared to low-OHT experiments (Figure 14 d-f). The global net positive CRE occurs474

as a result of a weaker net cloud radiative cooling in high-OHT compared to low-OHT475

experiments, particularly over the oceans, between 40o - 60o in the both hemispheres (com-476

pare Figure 14 a - c and e-f). This positive CRE is particularly large over the subpolar477

North Atlantic where there is also a large prescribed OHC anomaly. However, the im-478

pact of the positive CRE over the subpolar Southern Ocean on the global mean is greater,479

due to the greater ocean area there. The opposite (negative) CRE occurs over the po-480

lar regions in both hemispheres, due to a increase in cloud radiative cooling over the po-481

lar regions in the high-OHT experiments. However, the positive CRE over the midlat-482

itude regions has a greater impact on the global mean than the negative CRE over the483

polar regions.484

The global net positive CRE occurs mainly through the shortwave rather than the485

longwave component (compare Figures S5 and S6). Positive shortwave CRE occurs in486

the subpolar regions during the summer seasons in each hemisphere (Figure S7 and S8),487

due a decrease in low-level cloud cover in these regions in the High-OHT experiments488

relative to the low-OHT experiments (Figure 15). Mid-level and high-level cloud frac-489

tions are not very different in the two pairs of experiments (Figure S11 and S12). Sim-490

ilar to the spatial pattern of CRE changes, the decrease in low-level cloud cover occurs491

primarily over the midlatitude regions in both hemispheres, which is particularly large492

over the subpolar Atlantic and Southern Oceans. Similarly, the negative CRE over the493

polar regions occurs through an increase in low cloud cover. The decrease in low-level494
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Figure 15. Annual mean low-level cloud fraction (%) in the SOM.v1.LR-OHC, SOM.v1.HR-

OHC and SOM.P-OHC (a -c) and their difference from the low cloud fraction in the SOM.v2.LR-

OHC experiment(d - f).

clouds over the midlatitudes might also be associated with an increase in precipitation495

over these regions, particularly over the subpolar Atlantic and Southern hemisphere(Figure 16).496

There is also a decrease and an increase in precipitation, north and south of the equa-497

tor respectively, particularly over the Indo-Pacific region.498

3.2.1 Climate sensitivity499

The fast equilibration time of the SOM makes it particularly useful for the eval-500

uation of the equilibrium climate sensitivity (ECS, Kiehl et al., 2006; Danabasoglu & Gent,501

2009; Bitz et al., 2012; Bacmeister et al., 2020; Dunne et al., 2020). The ECS is defined502

as the equilibrium global surface temperature response to CO2 doubling. Following Kiehl503

et al. (2006), we estimate the ECS from equilibrium surface temperature response de-504

rived from regression of the first 25 years of the global net TOA heat flux against sur-505

face air temperature in the SOM.v2.LR-OHC-4xCO2 experiment (Figure 17). The re-506

gression over this time period is used because it captures the forced response part; af-507

ter this the simulation is much closer to equilibrium and the temperature changes are508

largely due to internal variability. By definition, the ECS is the half of the equilibrium509

temperature response obtained from the 4xCO2 increase experiment, assuming a linear510

response to forcing. The ECS can also be estimated as the time-mean value of the sur-511

face temperature anomaly during an equilibrium time period in the SOM experiment512

(Gettelman et al., 2019). The anomalies are calculated with respect to the correspond-513

ing time period in the control experiment without CO2 increase.514

An ECS of 4.5◦C is obtained from the SOM.v2.LR-OHC-4xCO2 experiment us-515

ing the regression method, with an effective radiative forcing (ERF) of 3 Wm−2 (Fig-516
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Figure 16. Annual mean precipitation (mm/day) in the SOM.v1.LR-OHC, SOM.v1.HR-

OHC, SOM.P-OHC (a - c), and their difference from annual mean precipication in the

SOM.v2.LR-OHC experiment (d - f)

ure 17, blue line). Similar ECS and ERF are also obtained from the time-mean values517

of the anomalies during equilibrated period of years 25 - 50 in the SOM (Figure S14).518

When compared with the values obtained from the fully coupled v2.LR.piControl exper-519

iment using the Gregory method (an extrapolation of the regression over the first 150520

years; (Golaz et al., 2022), the ERF derived from the SOM experiment is very similar521

to estimate obtained from the fully coupled experiment (2.98 Wm−2), while the ECS is522

different; greater than the fully coupled one (4.0◦C) by 0.5◦C. The ERF is by definition523

a property of the atmospheric forcing agent and model (Andrews et al., 2012; Myhre &524

Coauthors, 2013; Ramaswamy et al., 2018; Andrews et al., 2012), therefore, similar ERF525

estimates between the SOM and fully coupled experiments is reasonable. Different ECS526

estimates in the SOM and fully coupled experiment is also reasonable, since SOMs are527

known to give a higher ECS estimate than their fully coupled analogue (Dunne et al.,528

2020). The ratio of the ECS estimate in the SOM to the one in the fully coupled is 1.125,529

which is similar to results from CESM1 and CESM2 (1.23 and 1.22) (Bacmeister et al.,530

2020) and for most models (Dunne et al., 2020).531

Fully coupled models produce lower ECS estimates than SOMs due to atmospheric532

feedbacks resulting from differences in their surface temperature response patterns (Senior533

& Mitchell, 2000; Williams et al., 2008; Winton et al., 2013; Garuba et al., 2018). Sur-534

face temperature response differences occur between the fully coupled simulations and535

SOMs, due to the slower Southern Ocean warming rate, and Ocean circulation weakening-536

induced anomalous surface temperature pattern changes in fully coupled experiments.537

Ocean circulation weakening due to CO2 increase in the fully coupled experiments cause538

changes in the pattern of ocean heat uptake and surface temperature response, which539

is characterized by the cooler SSTs in the Northern hemisphere, particularly over the sub-540
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Figure 17. Regression of the annual global TOA heat fluxes against the global surface

air temperature in the SOM.v2.LR-OHC-4xCO2 experiments (blue) and SOM.v2.HR-OHC-

4xCO2 experiments (yellow). Anomalies are taken with respect to the corresponding years in the

SOM.v2LR-OHC and SOM.v1.HR-OHC experiments.

polar Atlantic, and warmer SSTs in the tropical Eastern Pacific (Winton et al., 2013;541

Garuba et al., 2018). Indeed, SOM SST anomalies are warmer in the subpolar Atlantic542

and Southern Ocean, but cooler in the tropical Pacific than the fully coupled anomalies543

(Figure S15). Thse circulation-weakening-induced temperature changes are shown to cause544

a time-evolving effective climate sensitivity, particularly in the first 150 years (Andrews545

et al., 2012; Garuba et al., 2018), and ultimately slow down the global surface temper-546

ature approach to equilibrium in fully coupled experiments. As a result, the ECS esti-547

mate using first 150 years of fully coupled experiments are often underestimated, while548

the estimates from longer integration of fully coupled experiment become closer to the549

ECS estimated from the SOM experiment (Williams et al., 2008; Dunne et al., 2020).550

The impact of the baseline ocean heat transport strength on the ECS is further ex-551

amined by comparing the ECS estimates from the SOM.v2.LR-OHC-4xCO2 experiment552

and the SOM.v1.HR-OHC-4xCO2. Recall that the SOM.v2.LR-OHC-4xCO2 and SOM.v1.HR-553

OHC-4xCO2 experiments are initialized from the low- and high-OHT (SOM.v2.LR-OHC554

and SOM.v1-HR-OHC) control experiments respectively which have very different base-555

line climates. They are also forced with the same OHC prescribed for the respective base-556

line simulations derived from low- and high-OHT fully coupled simulations. We find that557

the ECS is also sensitive to the differences in baseline state and prescribed OHCs, while558

the ERF is not. The ECS obtained from the high-OHT-4xCO2 experiment (4◦C) is 0.5◦C559

cooler than the one from low-OHT-4xCO2 experiment (4.5◦C), while the ERFs are the560

same in both experiments(3 Wm−2) (Figure 17, yellow line).561

ERFs in the SOM.v2.LR-OHC-4xCO2 and SOM.v1.HR-OHC-4xCO2 experiments562

are similar for the same reason the ERFs in SOM.v2.LR.OHC-4xCO2 and 4xCO2 fully563

coupled experiments are similar; that is, these experiments share the same atmosphere564
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model and forcing agents. Similar ERFs were also obtained in the Caldwell et al. (2019)565

study, using prescribed SSTs from E3SMv1-HR and E3SMv1-LR fully coupled exper-566

iments, despite the very different ocean circulation strength. However, different ECS in567

the low-OHT and high-OHT 4xCO2 experiments can also be anticipated; ECS are shown568

to be sensitive to the baseline AMOC strength (Kostov et al., 2014), but this sensitiv-569

ity is due to a different mechanism from the one described above. The impact of ocean570

circulation strength on ECS in the low-OHT and high-OHT 4xCO2 SOM experiments571

can only occur through a “passive” mechanism which particularly affects the Southern572

ocean, while its impact on ECS in the 4xCO2 SOM and its fully coupled analogue also573

involves the “active one” (Xie & Vallis, 2012; Winton et al., 2013; Marshall et al., 2015;574

Garuba et al., 2018). As discussed earlier, different ECS estimates obtained from the SOM575

and fully coupled experiment involve the active weakening of the ocean circulation strength576

in the fully coupled experiment, which does not occur in the SOM. On the other hand,577

in the low-OHT/High-OHT 4xCO2 SOM experiments, the ocean circulation strength is578

different but remains constant throughout both SOM simulations.579

Different ECS estimates between low- and high-OHT-4xCO2 experiments is caused580

by differences in their ocean heat transport strengths and initial baseline states. Lower581

ECS in the high-OHT-4xCO2 experiment appears to emerge from its greater net climate582

feedback, which in turn is due to greater its clear-sky feedback (Figure 17, compare blue583

and yellow line). This different clear-sky feedback occurs as a result of the different base-584

line sea ice extent and volume in the experiments they are initialized from (Recall Fig-585

ure 11). Smaller sea ice extent and volume in the high-OHT baseline experiment cause586

smaller clear sky forcing in the SOM.v1.HR-OHC-4xCO2 experiment over the polar re-587

gions (Figure S16), which is compensated by a negative CRE over these regions in this588

experiment (Figure S17). The difference in ocean circulation strength also contributes589

the SST response pattern difference. Southern Ocean heat uptake occurs largely through590

the passive advection of heat by ocean circulation (Xie & Vallis, 2012; Marshall et al.,591

2015; Garuba et al., 2018). Stronger/weaker ocean circulation is related to greater/weaker592

ocean heat uptake and weaker/greater surface temperature response in the Southern Ocean.593

The Southern ocean surface temperature response is cooler in the SOM.v1.HR-OHC-4xCO2594

than the SOM.v2.LR-OHC-4xCO2 due to its weaker ocean circulation strength (Figure595

S18). The warming results in the greater global surface temperature response in the low596

OHT experiment.597

4 Summary and Conclusion598

This study introduces and evaluates the slab ocean model (SOM) configuration in599

E3SMv2. The E3SM-SOM is evaluated by comparing the baseline climate it simulates600

with that of the fully coupled E3SMv2 preindustrial control simulation. The SOM is able601

to reproduce the fully coupled simulation climatology very well. Similar to its counter-602

part within CESM, the SOM is able to produce a very similar (albeit cooler SST) pat-603

tern as well as sea ice extent and thicknesses when compared to its fully coupled ana-604

logue. The precipitation pattern is also very similar in the SOM and fully coupled ex-605

periments. The global averaged biases in the SOM for these variables are all less than606

1% of the fully coupled global averages.607

The SOM is further employed to study the sensitivity of the E3SMv2 baseline cli-608

mate to ocean heat transports. A suite of SOM simulations forced with prescribed ocean609

heat convergences (OHC) that were derived from fully coupled experiments with weaker610

and stronger ocean heat transport(low- and high-OHT experiments) are compared with611

the E3SMv2-SOM baseline climate. All the prescribed OHC patterns have zero global612

averages, such that the climate response to the OHCs arises only from the differences613

in their patterns. Hence, when compared to the OHC patterns derived from the low-OHT614

fully coupled experiments, the OHC pattern derived from high-OHT ones, ocean heat615

convergence strengthening over the subpolar regions, particularly over the subpolar At-616
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lantic, is compensated by strengthening in heat divergence over the tropical/subtropical617

regions. Our results shows a large sensitivity of the E3SMv2 baseline climate to the strength618

of the ocean heat transports, with a global temperature differences of almost 4oC between619

the high-OHT and low-OHT SOM experiments. Similar to the OHC pattern driving it,620

the warm/cold temperature response in the high/low-OHT SOM experiments occur largely621

over the subpolar regions in both hemispheres with weaker responses in the tropical/subtropical622

regions. However, the temperature sensitivity to the prescribed OHC is greater in the623

Southern than Northern hemisphere. The temperature response in the Southern hemi-624

sphere is greater than in the Northern hemisphere, even though the OHC forcing is greater625

in the Northern hemisphere. This large sensitivity to OHC forcing in the Southern hemi-626

sphere is also associated with an over-compensation of the prescribed ocean heat trans-627

port by atmospheric heat transports there.628

The surface temperature sensitivity to OHC variations occur through a positive/negative629

shortwave cloud radiative effect, which occurs mainly as a result of a decrease/increase630

in marine low-level clouds over the subpolar regions in response to an increase/decrease631

in the ocean heat convergence in high-OHT/low-OHT experiments. The decrease/increase632

in low-level cloud allows more/less shortwave heat flux to be absorbed at the surface,633

producing a positive feedback on the surface temperature increase/decrease response in634

the high/low-OHT experiments. Over the polar regions, in the high-OHT experiments,635

the opposite effect occurs, that is cloud cover increases, resulting in a negative cloud ra-636

diative effect. However, the impact of cloud changes over the polar regions is weaker than637

over the midlatitudes in the global average. The large sensitivity to ocean heat conver-638

gence and overcompensation between atmosphere and ocean heat transports in the South-639

ern hemisphere appears to be peculiar to E3SMv2 and possibly indicates that marine640

clouds are too sensitive to SSTs in this model. Further investigation will be needed to641

understand the reasons for this large Southern hemisphere sensitivity and overcompen-642

sation.643

The SOM is further employed to estimate the Equilibrium Climate Sensitivity (ECS)644

of the model. Similar to general model behaviour, the ECS estimate in the SOM is greater645

than fully coupled E3SMv2 ECS estimate (4.5◦C /4.0◦C), while its ERF estimate is sim-646

ilar to that of the fully coupled model (3Wm−2 /2.98Wm−2). This behaviour is consis-647

tent with what has been found in other models; ECS estimates in fully coupled models,648

obtained from the extrapolation to equilibrium using the regression of the first 150 years649

following CO2 increase are found to be generally lower than the one obtained from their650

respective slab ocean models (Williams et al., 2008; Dunne et al., 2020). This low esti-651

mation of ECS from the 150 year-long integration of fully coupled model has been at-652

tributed to slower Southern ocean warming rate and time-evolving behavior of climate653

sensitivity in fully coupled models, which in turn, has been ascribed to the net cooling654

impact of the ocean circulation weakening response to CO2 increase in the fully coupled655

models (Senior & Mitchell, 2000; Andrews et al., 2012; Winton et al., 2013; Garuba et656

al., 2018). A longer integration of the fully coupled E3SMv2 4xCO2 experiment is ex-657

pected to yield a high ECS estimate that is closer to the slab model estimate, as seen658

in other models. The ERF on the other hand is similar between the two experiments,659

which is consistent with fact that ERF is mostly determined by the atmosphere model660

and forcing agent used.661

The SOM ECS estimate is also sensitive to the prescribed ocean heat convergence662

and the baseline climate the CO2 increase experiment is initiated from. When the ECS663

estimates in a pair of low-OHT and high-OHT 4xCO2 SOM experiments are compared,664

the ECS in the high-OHT (4.0◦C) is found to be 0.5◦C lower than that of the low-OHT665

4xCO2 experiment (4.5◦C). Though the net impact of ocean heat transport strength on666

the ECS here is the same as the impact of ocean heat transport changes on the ECS es-667

timate of the fully coupled experiment described above (i.e they both lower ECS by 0.5◦),668

their mechanisms are different. While the lower ECS in the fully coupled is due to weak-669
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ening of its ocean circulation, the lower ECS in high-OHT experiment is due to the dif-670

ferent baseline state it is initiated from, as well as its greater ocean circulation strength.671

Greater ocean heat transport strength in the high-OHT experiment produce smaller sea672

ice extent and volume baseline, which then influence the ECS in high-OHT-4xCO2 ex-673

periment, largely through the clear-Sky feedback component. At the same time, greater674

ocean circulation strength in the high-OHT experiment cause greater passive heat up-675

take in the Southern ocean. Passive advection of the anomalies by stronger/weaker ocean676

circulation is associated stronger/weaker ocean heat uptake and weaker/greater surface677

temperature response(Xie & Vallis, 2012; Marshall et al., 2015; Garuba et al., 2018). As678

a result, the high-OHT 4xCO2 SOM experiment have relatively cooler SSTs in the South-679

ern Ocean than the low-OHT one.680

Our results have shown that the E3SMv2-SOM will be a valuable tool for study-681

ing the impact of ocean heat transport changes in E3SM. For example, the atmospheric682

feedbacks responsible for the large sensitivity to changes in ocean heat convergence in683

the Southern Ocean revealed in our results can be further studied with the SOM for fu-684

ture tuning of the E3SM model. The SOM could also be used to understand the cloud685

response/feedback to local perturbations to ocean heat convergence, particularly in the686

polar regions. As in other models, the SOM capability will also be invaluable tool for687

hierarchical modeling studies.688
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