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EMBRACING AI IN NEUROSCIENCE RESEARCH 

Embracing Deepfakes and AI-generated images in Neuroscience Research 

In 2017, a revolutionary type of video went viral: the 'deepfake.' This technology 

convincingly replicates a person's likeness, making it indistinguishable from a video recording. 

Deepfake algorithms are modelled off the human brain, and “learn” by continuously assessing their 

ability to create new versions of the face against original photographs of a person. With enough time 

and enough source photos, the likeness can be made to do anything – or, with post-production lip-

syncing, say anything (Korshunova et al., 2016). Unlike costly visual effects technology used in 

Hollywood films, deepfake technology is open-source and highly accessible. Convincing fake media 

could now be generated by individuals, at home, on their personal computers (Zucconi, 2018).  

The potential for societal harm soon became clear, as many individuals rushed to circulate 

their home-made deepfake pornography (Cole, 2017). The likeness of celebrities, public figures, and 

member of the public were shared without consent, often with life-ruining effects (Santana, 2022). 

Deepfakes went viral again in 2018, when media circulated a video that apparently showed former 

U.S. president Barack Obama saying that then President Donald Trump is a “total dipshit” 

(BuzzFeedVideo, 2018). The deepfake served as a public service announcement against the dangers 

of manipulated media, highlighting its potential to influence public opinion (Silverman, 2018). 

Indeed, research has shown that political deepfakes can increase negative views of a politician 

(Dobber et al., 2021), even when the viewer recognises the media is faked (Vaccari & Chadwick, 

2020). Other research shows that deepfakes might contribute to distorting memories (Murphy & 

Flynn, 2021), fooling even those with high cognitive ability (Ahmed, 2021). To counteract these 

negative consequences, entire fields have been created that focus on automatic deepfake detection 

methods (Rana et al., 2022). 

Despite the valid concerns surrounding the misuse of deepfakes, there is an emerging 

discussion of their constructive uses (Lin & Parvataneni, 2021; Mahmud & Sharmin, 2021). For 

example, deepfakes have been used to recreate celebrity’s humanitarian messages in multiple 

languages (Die, 2019), create interactive art and museum installations (Mihailova, 2021; Wynn et 

al., 2021), generate hyper-realistic videogame characters of actors or players (Vejay et al., 2022), and 

change the age of actors in films (Loock, 2021). Importantly, some researchers have recognised the 

potential in deepfakes to improve our understanding of social perception: Deepfakes offer accessible, 

realistic, and customisable dynamic face stimuli (Barabanschikov & Marinova, 2021; Dobs et al., 

2018; Haut et al., 2021). For example, Vijay et al. (2021) used deepfake technology to manipulate the 

presence of eye-contact, smiling and nodding, thus isolating their impact on observers’ perceptions. 

Barabanschikov and Marinova (2021) created dynamic face illusions using deepfakes, including the 

Thatcher effect (an illusion where features like the mouth and eyes are inverted, making the face 

appear grotesque when upside down but normal when viewed right-side up) and dynamic chimeras 

(illusory stimuli created by combining different facial features or expressions from multiple 
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individuals). Deepfakes have also been used to manipulate race (Haut et al., 2021) and physical 

attractiveness (Eberl et al., 2022) without disrupting the dynamic features of speaker or facial 

expression. Previously, such manipulations were only possible using static stimuli or 3D models.  

Using dynamic stimuli is important, as research increasingly identifies that dynamic face perception 

is distinct from static (Krumhuber et al., 2023; Pitcher et al., 2011; Pitcher et al., 2014). 

Manipulating dynamic stimuli realistically is also important, as face realism (Mustafa et al., 2017; 

Urgen et al., 2018) and realistic facial motion (Skiba & Vuilleumier, 2020) have been shown to elicit 

distinct neural responses. Researchers have demonstrated deepfakes' ability to transfer body 

motions, transforming an inexperienced grad student into a stunning ballerina performer (Chan et 

al., 2019). 

AI's capacity to generate entirely new static images has also attracted the attention of the 

public. Recently, text-to-image models like Midjourney (Midjourney Inc., 2022) and DALL-E 2 

(Marcus et al., 2022) have advanced to the point where they can produce hyper-realistic images from 

simple sentences, enabling individuals without coding expertise to create visually impressive 

content. Users have eagerly produced everything from highly realistic artwork to creative 

reinterpretations of fictional historical events. Researchers have also harnessed this power, 

increasingly incorporating AI-generated images as stimuli in visual neuroscience research. For 

example, Yang et al. (2021) demonstrated how AI can create scenes with specific parameters, such as 

room layout, objects, and clutter. Other researchers have synthesized abstract images, termed 

"nightmare fuel" (Fan, 2019), which activate primate brain regions beyond their typical maximal 

activation levels (Bashivan et al., 2019; Ponce et al., 2019), and help to uncover the neural 

mechanisms underlying visual perception. Like deepfakes, AI-generated images can be easily 

manipulated for various experimental purposes, providing exciting opportunities to create custom 

visual stimuli designed for specific experiments. 

In clinical neuroscience, AI can be used to synthesise neuroimaging scans (Jeong et al., 2022; 

Laino et al., 2022; Qu et al., 2021; Sorin et al., 2020; Wang et al., 2023; Yi et al., 2019), which can 

improve AI classification of neurological phenomena where examples are rare, improving diagnoses 

(Sims, 2022) and enhancing our understanding of brain diseases and function (Wang et al., 2023). AI 

can be used to convert different imaging modalities like MRI to CT (Kearney et al., 2020), helpful 

for diagnoses, and also comparing across different types of research. Emerging research has 

demonstrated the ability for AI to read minds: AI can reconstruct key features of visual stimuli by 

studying participant fMRI (Huang et al., 2021; Wang et al., 2022) and EEG data (Singh et al., 2023). 

This innovative work deepens our understanding of cortical representations in natural vision and 

promotes advancements in brain-computer interface technology, potentially benefiting those with 

disabilities. 
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In the wake of the recent explosion of interest in chatGPT and the concomitant concerns 

raised about the implications for education and scientific writing (Hill-Yardin et al., 2023), some 

have made comparisons with the alarm generated from the introduction of calculators (Dickson, 

2023). Similarly, Photoshop techniques initially raised concerns about the ability to distinguish real 

from fake (Farid, 2006), an issue that has improved its utility in vision research. As large language 

models (LLMs), text-to-image generation tools, and deepfake technology improves, researchers will 

have increased access to a wealth of easily generated visual stimuli, which holds great promise for 

advancing our understanding of perception. We argue that experimental psychologists and 

cognitive neuroscientists should stay updated on emerging tools, embracing the potential benefits 

these technologies bring to visual neuroscience. 
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