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Key Points:

• The main mechanism affecting eddy-induced pCO2 depends on
the strength of dissolved inorganic carbon within eddies.

• Eddy-induced pCO2 is dominated by dissolved inorganic carbon (sea sur-
face temperature) in winter (summer).

• About 1/4 of eddies in the Southern Ocean are abnormal (warm
cyclonic and cold anticyclonic eddies) and have different effects
on pCO2.

Abstract

We investigate the role of mesoscale eddies in modulating the partial pressure
of CO2 (pCO2) in the Southern Ocean from 1996 to 2015 using an eddy-centric
composite method. The variation of pCO2 is dominated by the balance be-
tween sea surface temperature (SST) and dissolved inorganic carbon (DIC) ef-
fects, which are affected by eddy-induced upwelling/downwelling. According to
the rotation direction and SST signals, eddies can be classified into warm/cold
and anticyclonic/cyclonic eddies and have different pCO2 anomalies in different
seasons. In winter, the pCO2 anomalies within cold/warm eddies show posi-
tive/negative signals, which are dominated by DIC other than SST. However,
in summer, the mechanisms affecting pCO2 anomalies within eddies vary with
regions in the Southern Ocean. In regions with larger (smaller) magnitudes of
DIC anomalies, the pCO2 anomalies within eddies are dominated by DIC (SST)
anomalies and thus show positive/negative (negative/positive) signals within
cold/warm eddies.

Plain Language Summary

Mesoscale eddies play a critical role in changing the dynamic ocean system
in the Southern Ocean (SO). They profoundly impact biogeochemical cycling.
This study investigates the characteristics of different types of mesoscale ed-
dies in the SO. We analyzed the warm/cold anticyclonic eddies (WAEs/CAEs),
warm/cold cyclonic (WCEs/CCEs) eddies, and their seasonal modulation on the
partial pressure of CO2 (pCO2) in the SO from 1996 to 2015. The variation of
pCO2 differs in different eddies, influenced by the balance between dissolved in-
organic carbon (DIC) and sea surface temperature (SST) effects. In winter, the
pCO2 anomalies are positive (negative) in CCEs and CAEs (WAEs and WCEs)
dominated by DIC. However, in summer, the pCO2 anomalies vary in different
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regions of the SO, caused by the different magnitudes of DIC anomalies. In re-
gions with larger (smaller) magnitudes of DIC anomalies, the pCO2 anomalies
are dominated by DIC (SST) anomalies and thus show positive/negative (neg-
ative/positive) signals within cold/warm eddies. Therefore, it is necessary to
subdivide the types of eddies when investigating the eddy-induced modifications
to pCO2 or other oceanic variables.

1 Introduction

The sea surface partial pressure of CO2 (pCO2) dominates the variability in the
air-sea flux of CO2 (Lovenduski et al., 2008; McKinley et al., 2004; Takahashi
et al., 2002). Thus, understanding pCO2 variability is critical to quantifying
the CO2 absorption capacity of the ocean (Landschützer et al., 2015; McKinley
et al., 2011; McKinley et al., 2017). The pCO2 is primarily governed by sea
surface temperature (SST) and dissolved inorganic carbon (DIC), and they are
positively correlated (Chen et al., 2007; Iida et al., 2021; Jersild & Ito, 2020;
Landschützer et al., 2015; Song et al., 2016). Besides, the competing seasonal
cycles of DIC and SST affect the seasonal variability of pCO2 (Jersild & Ito,
2020; Jiang et al., 2014; Munro et al., 2015). For example, in summer, strong
biological utilization of carbon causes the minimum surface DIC and pCO2 (Fay
et al., 2018; Jersild & Ito, 2020; Munro et al., 2015; Takahashi et al., 2009). On
the contrary, the warm SST lowers the solubility and thus elevates pCO2. In
winter, pCO2 increases due to the suppression of biological productivity and
upwelling of deep waters with high concentrations of DIC (Fay et al., 2018;
Jersild & Ito, 2020; Landschützer et al., 2015). However, cold SST leads to
higher solubility and thus decreases pCO2.

Mesoscale eddies also affect the pCO2 by modulating DIC and SST (Frenger et
al., 2013; Song et al., 2016). According to eddies’ rotation direction, they are
classified into cyclonic eddies (CEs) and anticyclonic eddies (AEs), associated
with upwelling and downwelling events, respectively. Upwelling brings cold and
nutrient-rich deep water to the nutrient-deprived surface, while downwelling
forces warm surface water downwards and leads to reduced productivity as it
extends the depth of the nutrient-limited layer. Correspondingly, eddy-induced
SST anomalies are generally positive (negative) within AEs (CEs) (Chelton
et al., 2007; Chelton et al., 2011b; Faghmous et al., 2015), contrary to their
eddy-induced DIC anomalies (Frenger et al., 2013; Song et al., 2016). However,
previous studies found that the seasonal variation of pCO2 within the eddies
varies in different regions. For example, in the Drake Passage between the At-
lantic and Pacific sectors of the Southern Ocean (SO), Song et al. (2016) found
that AEs/CEs have negative/positive pCO2 anomalies in summer, contrary to
that in winter. They suggested that pCO2 within eddies is dominated by DIC
(SST) in summer (winter). However, in the Georgia Basin, the Atlantic sector
of the SO, Jones et al. (2017) found that both AEs and CEs have negative
pCO2 anomalies dominated by DIC in summer. Within CEs, upwelled nutrient
supply increased biological productivity, which counteracted DIC inputs from
deep waters. This result is contrary to that reported by Song et al. (2016). In
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other regions, researchers also found different effects of eddies on pCO2 (Chen
et al., 2007; Frenger et al., 2013). For instance, the pCO2 in CEs increases
in the subtropical North Pacific Gyre and decreases in the SO. These findings
illustrate that the mechanisms of eddy-induced modifications to pCO2 vary by
season and region.

In addition, recent studies found that AEs can be further divided into warm
anticyclonic eddies (WAEs) and cold anticyclonic eddies (CAEs), while CEs can
be divided into cold cyclonic eddies (CCEs) and warm cyclonic eddies (WCEs)
depending on SST (Leyba et al., 2017; Liu et al., 2020; Liu et al., 2021; Ni
et al., 2021). Consequently, WAEs and CCEs are considered as normal eddies
that obey conventional knowledge, and CAEs and WCEs are considered as
abnormal ones. Abnormal eddies are ubiquitous in the ocean, accounting for
about 32% of the total eddies in the global ocean (Liu et al., 2021). Moreover,
the roles of abnormal eddies in ocean circulation (Shimizu et al., 2001), mass
transportation (Everett et al., 2012; Mathis et al., 2007; Pickart et al., 2005),
and air    -sea interaction (Leyba et al., 2017; Liu et al., 2020) are different from
normal ones (Assassi et al., 2016; Dilmahamod et al., 2018). Besides, Pezzi et al.
(2021) found a WCE causing the ocean to act locally as a CO2 source, contrary
to the previous result that CCEs act locally as CO2 sinks (Chen et al., 2007;
Frenger et al., 2013; Jones et al., 2017). The case study preliminarily shows the
difference between normal and abnormal eddies on pCO2, however, still lack of
knowledge.

The study focuses on the characteristics of pCO2 over normal and abnormal
eddies in the SO. On the one hand, eddy activity is particularly strong in the
SO (Frenger et al., 2015), and abnormal eddies in the Antarctic Circumpolar
Current (ACC) region account for 19.9% of the total abnormal eddies in the
global ocean (Liu et al., 2021). On the other hand, the absorption of anthro-
pogenic CO2 by the SO accounts for approximately 40% of the global ocean
(Landschützer et al., 2015). Therefore, it is significant to comprehensively in-
vestigate the role of normal and abnormal eddies in regulating pCO2 in the
SO.

The study is organized as follows. First, section 2 presents data and the eddy-
centric composite method. Then, in section 3, we illustrate the spatial distribu-
tion of eddy parameters for normal and abnormal eddies, present the seasonal
variation of eddy-induced anomalies for pCO2, DIC, and SST, and interpret
the role of eddies in regulating the variability of pCO2 in the SO. Finally, we
conclude in section 4.

2 Data and Methods

2.1 SST, pCO2, and DIC datasets

Three datasets of sea surface parameters are used in the study, including SST,
pCO2, and DIC from 1996 to 2015, between 30°S and 65°S. A brief description
of each data is given below.
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The daily SST dataset is the NOAA Optimum Interpolation (OI) SST product
with 0.25° resolution, spanning from 1981 to the present (Reynolds et al., 2007).
The OISST dataset combines observations from different platforms on a regular
global grid, including Advanced Very High-Resolution Radiometer (AVHRR)
satellite data, ships, buoys, and Argo floats with an accuracy of about 0.1 °C
daily.

The pCO2 and DIC datasets are from the JMA Ocean CO2 Map dataset with
monthly 1° × 1° gridded values on the global ocean from 1990 to 2020 (Iida et
al., 2021). The DIC concentration is calculated from total alkalinity (TA) values
and CO2 fugacity (fCO2) data in Surface Ocean CO2 Atlas (SOCAT) (Bakker et
al., 2016). The DIC field is estimated by using a multi-linear regression (MLR)
method based on the DIC and satellite observation data, including SST, sea
surface salinity (SSS), sea surface dynamic height (SSDH), chlorophyll (Chl),
and surface mixed layer depth (MLD).

𝑛𝐷𝐼𝐶 = 𝑓 (𝑡𝑖𝑚𝑒, 𝑆𝑆𝑇 , 𝑆𝑆𝑆, 𝑆𝑆𝐷𝐻, 𝐶ℎ𝑙, 𝑀𝐿𝐷) (1)

The pCO2 field is then calculated from the fields of TA, DIC, SST, and SSS
based on seawater CO2 chemistry. The globally averaged error in DIC was 6.1
�mol kg−1, which is 5.4 �mol kg−1 smaller than the error of GLODAPv2.2019.
Moreover, the error in pCO2 was 10.9 �atm, comparable with those estimated
with other empirical methods, e.g., 14.4 �atm (Landschützer et al., 2014) and
15.73 �atm (Denvil-Sommer et al., 2019). This dataset is widely used to study
the relationship between pCO2 and physical and biochemical parameters such
as biological productivity, heat, and typhoons (Pittman et al., 2022; Rodgers et
al., 2020; Swierczek et al., 2021; Yasunaka et al., 2019; Yu et al., 2020)

2.2 Eddy Database

Normal and abnormal eddies were identified by a deep learning (DL) model
based on the fusion of satellite SSH and SST data (Liu et al., 2021). Based on
the U-Net framework (Falk et al., 2019; Ronneberger et al., 2015), the model
combines HyperDense-Net (Dolz et al., 2019) to fuse SSH and SST data. The
SSH data is from the Archiving, Validation, and Interpretation of Satellite
Oceanographic (AVISO). The SST data refers to the NOAA OISST product
(Reynolds et al., 2007). The eddy data set is a daily and 0.25° resolution,
including the number, radius, amplitude, rotational speed, and eddy kinetic en-
ergy (EKE) in the global ocean from 1996 to 2015. Besides, the model extracts
SSH anomaly (SSHA) features for determining eddy locations and extracts SST
anomaly (SSTA) information to distinguish between normal and abnormal ed-
dies. The dice loss (a cost function to calculate the difference between the
predicted and true values) and accuracy of the model were about 14% and 94%
when training with the ground truth data set. Due to the limitations of the reso-
lution capability of the SSHA data (Ducet et al., 2000), eddies with amplitudes
< 2 cm and radii < 35 km were discarded in this work.

2.3 Eddy-centric Composite Method
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To extract the eddy-induced mesoscale features in sea surface variables, includ-
ing pCO2, DIC, and SST, we used temporal and spatial filters similar to those
used in Villas Bôas et al. (2015). The temporal filter is a band-pass Butterworth
window (Butterworth, 1930) applied to preserve the temporal signal between 7
and 90 days corresponding to the typical time scales of the eddies. The spatial
filter is a moving average Hann window (Stearns & Ahmed, 1976) designed to
contain spatial signals smaller than 600 km. This filter removes the large-scale
variability unrelated to the mesoscale eddy influence. Finally, the spatial pat-
tern of the eddy-induced anomalies in sea surface variables was estimated using
composite maps. For each identified eddy with a radius of R, the eddy-induced
anomalies were mapped onto the eddy-centric coordinate spanning 2R. The
advantage of the eddy-centric composite method is that averaging over many
eddies helps suppress noise and reveal persistent eddy structures (Melnichenko
et al., 2017).

3 Results and Discussion

3.1 Spatial Distributions of Normal and Abnormal Eddies in the SO

From 1996 to 2015, an average of 1991 eddies were identified daily in the SO
(65°S–30°S), with abnormal eddies accounting for 26.3%. Figures 1a, 1b, 1d,
and 1e show the spatial distribution of eddy number, defined as the frequency
of eddies occurrence in each 1° × 1° latitude-longitude bin over the analyzed
period 1996–2015. All eddies disappear in the regions shallower than 2000m and
the area near the Antarctica (shown in gray in Figure 1) because the bottom
topography constrains the generation of eddies, and satellite altimetric cannot
measure sea level beneath sea ice (Frenger et al., 2015). Normal and abnormal
eddies are concentrated in the strong currents regions, such as the ACC, Western
Boundary Current (WBC), and Eastern Boundary Current (EBC) regions (the
current positions are shown in Figure S1). Such results are consistent with those
findings by Frenger et al. (2015), which did not distinguish between normal and
abnormal eddies. The differences between AEs and CEs, i.e., the eddy polarity,
are critical for eddy-induced physical and biochemical anomalies (McGillicuddy
et al., 1998; Siegel et al., 2011). The most significant difference between the
polarity distributions of normal and abnormal eddies is the dominance of WCEs
in the south and southwest of Australia (SA and SWA) (Figures 1f and S2).

Despite the great difference in the occurrence distributions of four kinds of
eddies, their amplitude distributions are similar. Besides, eddies with larger
amplitude concentrated in the Brazil Malvinas Confluence (BMC), Agulhas Re-
turn Current (ARC), ACC, EAC, and LC regions (Figures 1g, 1h, 1j, and 1k).
The spatial distributions of rotational speed and EKE correlate well with the
eddy amplitude patterns (Figure S3). Moreover, the polarity dominance of am-
plitude shows that CCEs (WCEs) have larger amplitudes than WAEs (CAEs)
(Figures 1i and 1l). This finding can be interpreted by the gradient wind effect
of centrifugal force, which pushes fluid outward in rotating eddies (Gill, 1982),
intensifying the low pressure at the centers of CEs and weakening the high
pressure at the centers of AEs (Chelton et al., 2011b). In addition, one should

5



note that the amplitudes of abnormal eddies are smaller than their normal ones
(Figure S4a), consistent with previous studies (Liu et al., 2020; Liu et al., 2021).

3.2 Eddy-induced Modifications to pCO2 in the SO

Using the eddy-centric composite method, we investigated the seasonal varia-
tions of pCO2 anomalies associated with normal and abnormal eddies in the
SO (Figure 2). The seasonal variations of SST and DIC anomalies are also
analyzed since they are proposed to be the dominant factors that affect pCO2.
Figures 2a–2d and 2m–2p show the composite SST anomalies within normal and
abnormal eddies in winter and summer, respectively. There are no significant
differences in the signals and spatial patterns of SST anomalies within the same
kind of eddies in summer and winter. Composite SST anomalies over normal ed-
dies show asymmetric monopole patterns, with positive (negative) extremums
slightly shifting westward and poleward (equatorward) relative to the WAEs
(CCEs) cores. On the one hand, the meridional and zonal phase shifts were pro-
posed to be induced by the large-scale background SST gradient and horizontal
advection within eddies (Hausmann & Czaja, 2012; Liu et al., 2020; Villas Bôas
et al., 2015). On the other hand, the positive (negative) SST anomalies are dom-
inated by vertical heat advection induced by downwelling (upwelling) associated
with WAEs (CCEs) (Delcroix et al., 2019; Huang et al., 2017; McGillicuddy et
al., 1998). In comparison, abnormal eddies also display monopole patterns but
with opposite signals. Previous works found opposite SST anomalies within
abnormal eddies are influenced by eddy-wind interaction, which cause anoma-
lous Ekman upwelling (downwelling) of the upper ocean density surfaces inside
CAEs (WCEs) (Everett et al., 2012; Gaube et al., 2015; McGillicuddy et al.,
2007; McGillicuddy, 2015; Ni et al., 2021). In addition, abnormal eddies may
also be induced by instability during the eddy decay stage, eddy horizontal en-
trainment (Sun et al., 2019), and warm/cold background water (Leyba et al.,
2017). Besides, subsurface-intensified eddies with opposite surface signatures
may also appear as abnormal eddies in remote sensing images (Assassi et al.,
2016). The paper focuses on the impacts of SST changes on DIC and pCO2
inside eddies, other than determining which mechanism influences SST signals
within eddies.

Figures 2e–2h and 2q–2t show the composite DIC anomalies within normal
and abnormal eddies in winter and summer, respectively. The composite DIC
anomalies within the same kind of eddies are similar in summer and winter,
except that the magnitudes of DIC anomalies within eddies are slightly higher
in winter. Besides, composite DIC anomalies within normal and abnormal ed-
dies show dipole patterns dominated by opposite signals. For normal eddies,
WAEs are dominated by negative DIC anomalies, which mainly stem from the
eddy-induced downwelling of surface low-DIC waters (Figures 2e and 2q); CCEs
are dominated by positive DIC anomalies, which mainly stem from the eddy-
induced upwelling of deep rich-DIC waters (Figures 2g and 2s). By contrast,
abnormal eddies show similar dipole patterns dominated by opposite signals
(Figures 2f, 2h, 2r, and 2t). Such a result indicates that the process that
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changes the SST signal within eddies also affects their DIC anomalies. For exam-
ple, the anomalous Ekman upwelling/downwelling caused by eddy-wind inter-
action within CAEs/WCEs increases the magnitudes of positive/negative DIC
anomalies. Moreover, the smaller amplitude within abnormal eddies reflects the
weaker eddy-induced downwelling/upwelling, decreasing the magnitudes of neg-
ative/positive DIC anomalies. Consequently, the mean DIC anomalies within
one radius of CAEs (WCEs) are positive (negative), contrary to their normal
ones (Tables S2 and S3).

Unlike SST and DIC anomalies within eddies similar in summer and winter,
pCO2 anomalies within eddies in winter are significantly different from summer
(Figures 2i–2l and 2u–2x). In winter, the pCO2 anomalies have similar patterns
with DIC anomalies, dominant by positive signals within CAEs and CCEs and
negative signals within WAEs and WCEs (Figures 2i–2l). To quantify the simi-
larity of the patterns between the pCO2 and DIC (SST) anomalies over eddies,
we used the structural similarity index (SSIM) (Wang et al., 2004) (Text S1).
The closer the SSIM value is to 1, the more similar the two patterns are. The
SSIMs are positive between pCO2 and DIC anomalies but negative between
pCO2 and SST anomalies. Besides, SSIMs between pCO2 and DIC anomalies
are larger (>0.9), suggesting that the DIC effect dominates signatures of pCO2
anomalies within eddies in winter. However, the SSIMs are negative between
pCO2 and DIC anomalies but positive between pCO2 and SST anomalies over
eddies in summer (<0.5). The spatial patterns of pCO2 anomalies within ed-
dies differ from their SST and DIC anomalies, reflecting the concurrent effects
of SST and DIC on pCO2. Considering the differences in the distributions of
abnormal eddies and amplitude, we focus on the energetic regions dominated
by normal eddies (BMC and ARC) and less energetic regions dominated by ab-
normal eddies (SWA and SA). Figure 3 shows the anomalies of SST, DIC, and
pCO2 over normal eddies in the BMC and ARC and over abnormal eddies in
the SWA and SA in summer.

The pCO2 anomalies within the same kind of eddies are opposite in the BMC
and the ARC (Figures 3a and 3b). In the BMC (Figure 3a), the pCO2 anomalies
in WAEs/CCEs are positive/negative and show positive (negative) SSIMs with
SST (DIC) anomalies. However, in the ARC (Figure 3b), the pCO2 anomalies
in WAEs/CCEs are negative/positive and show negative (positive) SSIMs with
SST (DIC) anomalies. The results indicate that pCO2 within eddies is domi-
nated by the SST (DIC) in the BMC (ARC). There is no significant difference
in SST anomalies over eddies between the BMC and ARC. In contrast, the
magnitudes of DIC anomalies in the BMC are significantly less than the ARC,
which may be the reason for the large difference in pCO2 over eddies in the two
regions.

Similar findings can be seen for the abnormal eddies in the SWA and the SA
(Figures 3c and 3d). The DIC anomalies within eddies in the SWA are weaker
than in the SA, and the two regions show opposite signals of pCO2 anoma-
lies over eddies. In the SWA, the pCO2 anomalies are negative/positive within
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CAEs/WCEs, dominated by the SST-driven effect (Figure 3c). In the SA, how-
ever, the pCO2 anomalies are positive/negative within CAEs/WCEs, dominated
by the DIC-driven effect (Figure 3d). We also compare the pCO2 anomalies over
eddies in the above regions in winter (Figure S6). The patterns are consistent
with those in the SO during winter. The pCO2 anomalies over eddies are deter-
mined by the DIC anomalies, which are associated with higher magnitudes in
winter than in summer. Such seasonal magnitudes variation of DIC anomalies
are controlled by the complex coupling of processes, biological activity (pro-
duction/remineralization), vertical mixing, and air-sea gas exchanges (Racapé
et al., 2010). These findings further prove that the different patterns of pCO2
anomalies in the SO during summer result from the different magnitudes of DIC
anomalies in different regions.

To further quantify the relationship between the pCO2 and DIC (SST) anoma-
lies over eddies, the mean pCO2 anomalies within one eddy radius are binned
onto equal intervals of DIC (SST) anomalies in summer (Figure 4) and winter
(Figure S7). Using the least squares estimation, the linear relationship between
pCO2 and DIC (SST) anomalies is clear. The couplings between pCO2 and DIC
(SST) anomalies are positive (negative) linear correlated in winter (Figure S7).
However, in summer, there is a linear negative (positive) correlation between
pCO2 and DIC (SST) anomalies in the SO, BMC, and SWA regions (Figures
4a–d) and a strong linear positive (negative) correlation between pCO2 and
DIC (SST) anomalies in the ARC and SA regions (Figures 4e and 4f). Besides,
correlations between pCO2 and DIC anomalies are weaker (stronger) than cor-
relations between pCO2 and SST anomalies in the regions with the dominant
effect of SST (DIC) on pCO2. In the SO, the coupling strength, that is, the
slope of regression lines, between pCO2 and DIC (SST) anomalies in abnormal
eddies is higher (lower) than that in normal eddies (Figures 4a and 4b). This
finding indicates that per umol/kg (degree) change in DIC (SST) in abnormal
eddies can cause a larger (smaller) change in pCO2. The growth rate of the
coupling strength for pCO2 and DIC anomalies between the ARC and BMC re-
gions is much greater than that for pCO2 and SST anomalies between the ARC
and BMC regions (Figures 4c and 4d). The same principle applies to abnormal
eddies in the SWA and SA regions (Figures 4d and 4f).

These results further support the idea that the DIC-driven effect dominates the
pCO2 anomalies in winter. However, in summer, whether the pCO2 anomalies
are dominated by SST- or DIC-driven effect depends on the magnitudes of DIC
anomalies. The magnitudes of DIC anomalies in the BMC and SWA regions are
smaller than in the ARC and SA regions. Therefore, the pCO2 anomalies are
dominated by SST-driven and DIC-driven effects, respectively. The coupling
coefficients for all variables are summarized in Tables S4 and S5.

4 Conclusions

Using the eddy-centric composite method, we investigated the effects of
mesoscale eddies in modulating the variability of pCO2, DIC, and SST in the
SO from 1996 to 2015. Based on SSTA, AEs (CEs) can be further divided
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into WAEs and CAEs (CCEs and WCEs), leading to different modifications to
pCO2. The eddy-induced modulation of pCO2 has a marked seasonal variability
determined by the balance of SST-driven and DIC-driven effects. In summer,
the pCO2 anomalies in the SO are caused by different magnitudes of DIC
anomalies in different regions, which determine whether the pCO2 anomalies
are dominated by SST- or DIC-driven effects. In ARC and SA (BMC and
SWA) regions with the larger (smaller) magnitudes of DIC anomalies, the pCO2
anomalies are dominated by the DIC-driven (SST-driven) effect, leading to
positive/negative (negative/positive) pCO2 in cold/warm eddies. However, in
winter, the DIC anomalies are strong in different regions of the SO. Therefore,
the pCO2 anomalies are positive (negative) in CCEs and CAEs (WAEs and
WCEs) caused by the dominant DIC-driven effect.

This study systematically investigates normal and abnormal eddies characteris-
tics and their modifications to pCO2 in the SO. The results reveal that the vari-
ation of pCO2 is influenced by the balance of DIC and SST anomalies in eddies.
The current research commonly combines all the AEs or CEs and masks the
presence of CAEs and WCEs with very different upper ocean properties. Given
their abundance, we consider the role of abnormal eddies when investigating
eddy-induced modulation in air-sea variables, which helps to more accurately
estimate the impact of mesoscale eddies on the global carbon cycle.
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Figure 1. Spatial distribution of (a, b, d, and e) frequency, (g, h,
j, and k) amplitude, and polarity dominance in the SO from 1996
to 2015. (c, f) Ratio of the area occupied by WAEs (CAEs) over the area
covered by CCEs (WCEs). (i, l) Ratio of amplitude for WAEs (CAEs) over
CCEs (WCEs). Black lines show the mean northern and southern positions of
the ACC major fronts.

Figure 2. Eddy-centric composite averages for seasonal anomalies of
SST, pCO2, and DIC in the SO. On each map, a black dot denotes the
eddy center, and a white dot denotes the center location of variables (defined
by the location of the extremum value). Contour intervals are every 0.01 °C for
SST, every 0.07 umol/kg for DIC, and every 0.02 uatm for pCO2. The numbers
in the lower right corner are the SSIM.

Figure 3. Eddy-centric composite averages for SST, DIC, and pCO2
anomalies in the (a) BMC, (b) ARC, (c) SWA, and (d) SA regions in
summer. On each map, a black dot denotes the eddy center, and a white dot
denotes the center location of variables (defined by the location of the extremum
value). Contour intervals are every 0.02 (0.008) °C for SST, every 0.13 (0.08)
umol/kg for DIC, and every 0.05 (0.04) uatm for pCO2 in BMC and ARC (SWA
and SA) regions. The numbers in the lower right corner are the SSIM.

Figure 4. The mean pCO2 averaged within one radius of different
eddies as a function of the respective eddy SST and DIC in the (a,
b) SO, (c) BMC, (d) SWA, (e) ARC, and (f) SA regions in summer.
Different colors denote different anomalies associated with different eddies. Dots
denote the values averaged at the binned SST (DIC) intervals of 0.02 °C (0.03
umol/kg) in the SO, BMC, and ARC regions and DIC intervals of 0.01 umol/kg
in the SWA and SA regions. Solid lines denote the regression lines obtained from
least squares fitting with S being the slope and R the correlation coefficient.
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Figure 1. Spatial distribution of (a, b, d, and e) frequency, (g, h,
j, and k) amplitude, and polarity dominance in the SO from 1996
to 2015. (c, f) Ratio of the area occupied by WAEs (CAEs) over the area
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covered by CCEs (WCEs). (i, l) Ratio of amplitude for WAEs (CAEs) over
CCEs (WCEs). Black lines show the mean northern and southern positions of
the ACC major fronts.

Figure 2. Eddy-centric composite averages for seasonal anomalies of
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SST, pCO2, and DIC in the SO. On each map, a black dot denotes the
eddy center, and a white dot denotes the center location of variables (defined
by the location of the extremum value). Contour intervals are every 0.01 °C for
SST, every 0.07 umol/kg for DIC, and every 0.02 uatm for pCO2. The numbers
in the lower right corner are the SSIM.
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Figure 3. Eddy-centric composite averages for SST, DIC, and pCO2
anomalies in the (a) BMC, (b) ARC, (c) SWA, and (d) SA regions in
summer. On each map, a black dot denotes the eddy center, and a white dot
denotes the center location of variables (defined by the location of the extremum
value). Contour intervals are every 0.02 (0.008) °C for SST, every 0.13 (0.08)
umol/kg for DIC, and every 0.05 (0.04) uatm for pCO2in BMC and ARC (SWA
and SA) regions. The numbers in the lower right corner are the SSIM.
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Figure 4. The mean pCO2 averaged within one radius of different
eddies as a function of the respective eddy SST and DIC in the (a,
b) SO, (c) BMC, (d) SWA, (e) ARC, and (f) SA regions in summer.
Different colors denote different anomalies associated with different eddies. Dots
denote the values averaged at the binned SST (DIC) intervals of 0.02 °C (0.03
umol/kg) in the SO, BMC, and ARC regions and DIC intervals of 0.01 umol/kg
in the SWA and SA regions. Solid lines denote the regression lines obtained from
least squares fitting with S being the slope and R the correlation coefficient.
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