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Abstract13

Understanding surface temperature is important for habitability. Recent work on Mars has14

found that the dependence of surface temperature on elevation (surface lapse rate) converges15

to zero in the limit of a thin CO2 atmosphere. However, the mechanisms that control16

the surface lapse rate are still not fully understood. It remains unclear how the surface17

lapse rate depends on both greenhouse effect and surface pressure. Here, we use climate18

models to study when and why “mountaintops are cold”. We find the tropical surface lapse19

rate increases with the greenhouse effect and with surface pressure. The greenhouse effect20

dominates the surface lapse rate transition and is robust across latitudes. The pressure21

effect is important at low latitudes in moderately opaque (τ ∼ 0.1) atmospheres. A simple22

model provides insights into the mechanisms of the transition. Our results suggest that23

topographic cold-trapping may be important for the climate of arid planets.24

Plain Language Summary25

Understanding surface temperature on a planet is important for life on Earth and be-26

yond. On Earth, we know “mountaintops are cold”, which means that surface temperature27

decreases with elevation. However, this idea does not apply on Mars. Here, we investi-28

gate when and why the Earth-based understanding holds for planets with different types of29

atmospheres. Using a global climate model, we show that both the greenhouse effect (at-30

mospheric infrared opacity) and the pressure effect (atmospheric thickness) are important.31

The weaker the greenhouse effect, or the thinner the atmosphere, the slower the surface32

cools with elevation. The greenhouse effect plays the dominant role, but in moderately33

opaque atmospheres, the pressure effect becomes important as well. Our work reveals a34

novel connection between climate and geomorphology. For example, on a planet with a35

pure O2 atmosphere, we do not expect that “mountaintops are cold”.36

1 Introduction37

Surface temperature, Ts, is fundamental for understanding habitability (Seager, 2013).38

In addition to the direct implications of surface temperature for life, the distribution of sur-39

face temperature defines the cold trap (where moisture tends to condense and accumulate),40

which regulates the hydrological cycle on an arid planet (Mitchell & Lora, 2016; Ding &41

Wordsworth, 2020).42

There are two paradigms for estimating the distribution of surface temperature. The43

first paradigm, which we refer to as “radiation deficits are cold”, states that the coldest region44

is close to the time-mean minimum of solar radiation. These regions are the deficits of net45

radiation flux at the top of the atmosphere. For example, the poles are regions of radiation46

deficit for Earth and modern Mars, the night hemisphere is the region of radiation deficit47

for synchronously rotating exoplanets (Wordsworth, 2015), and the tropics were the region48

of radiation deficit for pre-modern Mars at times when the obliquity was very high (Forget49

et al., 2006). This paradigm focuses on the large-scale pattern of surface temperature, and50

has been extensively studied (e.g., Held, 1993; Forget et al., 2006; Kaspi & Showman, 2015;51

Wordsworth, 2015).52

The second paradigm, which we refer to as “mountaintops are cold,” emphasizes local53

processes and emerged long before the modern era. This paradigm states that the change54

of surface temperature with elevation should follow that of the atmosphere, which can55

be quantified as the lapse rate. For a well-mixed, isolated atmospheric column without56

condensible species, the lapse rate is the dry adiabat, Γad:57

Γad = −dTa

dZ
=

g

cp
(1)
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where Ta is atmospheric temperature, Z is height, g is gravity, and cp is the specific heat of58

air. If surface temperature also follows this adiabatic lapse rate, we therefore expect colder59

temperature at higher elevations. Taken together, these two paradigms predict how surface60

temperature changes horizontally (by solar radiation) and following surface elevation (by61

gravity and atmospheric composition).62

However, the idea that “mountaintops are cold” does not apply to Mars. Surface lapse63

rate, Γs, (the change of surface temperature with elevation) is weak on modern Mars (Sagan64

& Pollack, 1968). Recent work on early Mars has linked the Martian surface lapse rate to65

the atmosphere’s evolution (Forget et al., 2013; Wordsworth et al., 2013; Wordsworth, 2016;66

Kite, 2019). Specifically, Γs is close to Γad only for scenarios with thick CO2 atmospheres.67

For thin CO2 atmospheres, Γs is close to zero. From the perspective of surface energy68

budgets, Forget et al. (2013) and Wordsworth (2016) suggested that both the sensible heat69

flux, SH, and atmospheric longwave heating, LWa, are important in modulating Ts when70

the CO2 atmosphere goes from thick to thin. However, the mechanisms that control the71

transition in Γs are not fully understood. It remains unclear whether SH or LWa is more72

important for the change of Γs seen in earlier work, and what controls the changes in SH73

and LWa. Relatedly, it is not clear in how far the surface lapse rate is sensitive primarily74

to the change in the surface pressure, versus the change in the greenhouse effect. While75

the surface pressure and greenhouse effect are directly linked in a pure CO2 atmosphere,76

understanding the role of these two distinct effects is important to predict the surface lapse77

rate on planets with different atmospheres. Are mountaintops still cold for planets with, for78

example, a thick, pure O2 atmosphere (high pressure, no greenhouse effect)? What about79

a thin, fluoride atmosphere (e.g., CF4 or SF6, low pressure, strong greenhouse effect), as80

suggested by Marinova et al. (2005)?81

In this paper, we seek a better understanding of when and why “mountaintops are cold”,82

for planets with different greenhouse gas forcings and atmospheric pressures. Following Koll83

and Abbot (2016), we focus on “dry planets” (idealized planets forced by gray radiation)84

to gain a basic understanding of the phenomenon. We introduce our methodology in Sec-85

tion 2. We present and analyse the results in Section 3. Section 4 includes our conclusion,86

limitations of this research, and implications for future work on different planets.87

2 Methods88

2.1 General Circulation Model (GCM)89

We use the MarsWRF GCM (Richardson et al., 2007; Toigo et al., 2012) to investigate90

temperature distribution across different atmospheres. The model resolution is 72×36×4091

gridpoints in longitude/latitude/height. All simulations are run for 20 years with 5 years of92

spin up and averages taken over the last 15 years.93

To aid understanding, we use idealized simulations with the following settings. The94

radiative transfer is computed using a gray gas scheme. Under the scheme, the longwave95

absorption coefficient, κ, is varied, allowing us to decouple the greenhouse effect from surface96

pressure. The shortwave Rayleigh scattering and absorption are set to zero. Surface albedo97

is uniformly zero. We also carry out simulations with a pure CO2 atmosphere, using a98

correlated-k scheme for radiative transfer (Mischna et al., 2012) to validate our simulations99

against earlier studies (Supplementary Information A).100

For the default simulations, the planetary obliquity and orbital eccentricity are set to101

zero, with solar constant 75% of the modern Martian value, representing the faint young102

Sun. Diurnal cycles are disabled. Planetary size and rotation rate are set to Mars values.103

We explore different planetary climates over a 2D parameter space: varying mean surface104
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pressure, ps, and mean surface longwave optical depth, τ , between 0.01 bar and 5 bar1105

and between 0.003 and 5, respectively. The range of values is chosen so as to compare106

with earlier work (Forget et al., 2013; Kamada et al., 2021). We note that higher values107

of ps or τ lead to an energy flux imbalance at the top of the atmosphere (> 5% imbalance108

compared to the net shortwave flux) in MarsWRF. Our simulations are performed with109

an idealized topography, which is a Gaussian-shaped mountain placed at the equator (blue110

dashed contours in Fig. 1a & Fig. 1b):111

Zs = 6000× e−
1
2

X2

92 × e−
1
2

Y 2

72 (2)

where Zs is surface elevation (in meters), and X and Y are longitude and latitude grid112

points (−35.5 ≤ X ≤ 35.5, −17.5 ≤ Y ≤ 17.5), respectively.113

The surface sensible heat flux is given by:114

SH = ρcpChU
∗(θa − θs) (3)

where ρ is near-surface air density, cp is the specific heat capacity of air, Ch is a heat exchange115

coefficient, U∗ is friction velocity, θa is near-surface potential temperature, and θs is surface116

potential temperature, respectively. Both Ch and U∗ are calculated inside MarsWRF’s117

surface layer scheme (Zhang & Anthes, 1982), which uses Monin-Obukhov similarity and118

accounts for four stability categories: stable, mechanically induced turbulence, unstable119

forced convection, and unstable free convection.120

To connect our idealized simulations to more Mars-relevant scenarios, we perform the121

following sensitivity tests: (1) obliquity set to 20◦; (2) obliquity set to 20◦ and with con-122

densation and sublimation of ice caps (Chow et al., 2019) (no atmospheric collapse is found123

in this case); and (3) modern Mars topography. For each set of sensitivity tests, we vary τ124

while fixing ps to 1 bar, and we vary ps and while fixing τ to 0.1.125

We also perform two sets of mechanism-denial experiments to verify the role of sensible126

heat flux, SH, as well as the role of atmospheric mass in modulating SH. In the first set127

of mechanism-denial experiments, SH is forced to be 0. In the second set of mechanism-128

denial experiments, the value of ρ in Eq. (3) is held fixed at the reference value for a 1-bar129

atmosphere, thereby eliminating the direct effect of surface pressure on the surface turbulent130

heat flux. The effect of varying atmospheric mass is still considered in all other components131

of the model, and SH is allowed to change as a result of indirect effects.132

2.2 Definition of the orographic temperature control: relative surface lapse133

rate, γ134

The relationship between surface temperature, Ts, and elevation, Zs, is quantified via135

the surface lapse rate, Γs:136

Γs = −dTs

dZs
(4)

where dTs/dZs is quantified by calculating a linear regression of the time-mean model output137

in the tropical belt 20◦ N - 20◦ S (see the red dashed lines in Fig. 1a and white dashed lines138

in Fig. 1b). We also analyzed the effect of topography in the mid-latitudes (Supplementary139

Information B) to test the sensitivity to the choice of latitude.140

Furthermore, we define the relative surface lapse rate, γ, as the surface lapse rate scaled141

by the atmospheric dry adiabat:142

1 MarsWRF requires ps to be multiples of modern Mars pressure (610 Pa). Here we choose the multiplier

to be 2, 17, 167, 833, which correspond to ps being 0.012, 0.103, 1.02, 5.08 bar.
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γ =
Γs

Γa
× 100% (5)

Thus we expect, for the Earth-like regime (“mountaintops are cold”), γ to be close to 100%.143

3 Results144

3.1 The transition of surface lapse rate145

Figure 1. (a) Surface temperature Ts (filled contours) for surface pressure ps = 5 bar and global

mean surface optical depth τ = 5. The topography is plotted in blue dashed lines with a contour

interval of 1000 m from 1000 m to 5000 m. The horizontal red dashed lines indicate the zone for

tropical averaging (see Section 2.2). (b) Same as (a), but for the case with ps = 0.01 bar and τ =

0.01. The horizontal white dashed lines indicate the tropical averaging zone. (c) Relative surface

lapse rate, γ (defined in Eq. 5), as a function of greenhouse effect, τ , and atmospheric thickness, ps.

The data is sampled on a log-scale grid with τ = 0.003, 0.01, 0.1, 0.3, 1, 3, 5 and ps = 0.01, 0.1, 1, 5

bar. (d) The dependence of γ on τ when ps = 1 bar. Red solid (def): default simulation, obliquity

equals zero, no atmospheric condensation, idealized topography, sensible heat flux enabled. Blue

solid (obl20): as def, but with obliquity set to 20◦. Blue dotted (atmo cond): as def, but with

obliquity set to 20◦, and a CO2-like atmospheric condensation is enabled. Magenta (MOLA): as

def, but with Mars Orbiter Laser Altimeter topography. Cyan solid (w/o SH): as def, but with

sensible heat flux disabled. Red dotted (2-column model): calculations from the simple two-column

model (see Section 3.4). (e) As (d), but with varying ps and fixed τ = 0.1. Cyan dotted (fixed

ρ in SH): as def, but the value of air density, ρ, is held fixed at the reference value for a 1-bar

atmosphere in Eq. (3).

We first examine the horizontal distribution of temperature in our GCM simulations.146

Fig. 1a&1b show the typical annual mean surface temperature, Ts, in different climates. In147

all simulations, Ts decreases with increasing latitude. This is consistent with our default148

setting of obliquity to 0◦ (polar cold traps are created by radiation deficits). The pattern149
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of near-surface atmospheric temperature, Ta, follows Ts closely (Supplementary Informa-150

tion C), with minor modulation by the winds across the elevated topography (Wordsworth151

et al., 2015).152

For the topographic control on surface temperature, we find two opposing limits for153

thick and thin atmospheres. In the thick atmosphere limit (ps = 5 bar, τ = 5), we find154

“mountaintops are cold” (Fig. 1a): Ts decreases with Zs (γ → 100%). In the thin atmo-155

sphere limit (ps = 0.01 bar, τ = 0.01), the Ts distribution becomes zonally banded (Fig. 1b),156

with almost no dependence on topography (γ → 0).157

The transition of the tropical surface temperature distribution across different climates158

can be quantified as the change in the relative surface lapse rate, γ, with varying surface159

longwave optical depth, τ , and surface pressure, ps (Fig. 1c). We find γ increases with τ160

and ps. However, the role of the greenhouse effect (i.e., variations in τ) and the pressure161

effect (variations in ps) are not symmetric. Within our parameter space, we find γ always162

increases significantly with τ for any given ps, but γ increases significantly with ps only163

for intermediate values of τ (τ ∼ 0.1). When τ ≤ 0.01, we find γ ≈ 0 for all values of ps.164

When τ > 1, γ is close to saturation and increases only slowly with ps. Sensitivity of γ on165

ps is smaller than that on τ even at intermediate τ . For example, starting from τ = 0.1,166

ps = 1 bar (i.e., a cold early Mars), decreasing τ by one order of magnitude leads to γ167

decreasing from 37% to 7% (red solid line in Fig. 1d), while decreasing ps by one order of168

magnitude leads to γ decreasing from 37% to 15% (red solid line in Fig. 1e).169

We also explore the change of γ with τ and ps in sensitivity tests. Here we focus on170

Mars-relevant scenarios when the obliquity is non-zero, atmospheric condensation occurs,171

or the topography is different. We find γ is slightly smaller, but still increases with τ172

and ps, when the obliquity is non-zero (compare the blue solid line to the red solid line in173

Fig. 1d&1e). The relationship between γ and τ and ps also holds when the atmosphere174

partially condenses and sublimates seasonally (blue dotted lines in Fig. 1d&1e). Changing175

to Mars topography decreases the sensitivity of γ on τ and, in particular, ps, although176

the qualitative results remain robust (magenta lines in Fig. 1d&1e, also see Supplementary177

Information A). Especially, the ps sensitivity becomes very small. The surface lapse rate in178

the mid-latitudes (discussed in Supplementary Information B) ) also shows similar sensitivity179

to τ , but is virtually insensitive to ps. In conclusion, we confirm that both the greenhouse180

effect and the pressure effect can contribute to the lapse rate transition, as suggested by181

earlier studies (Forget et al., 2013; Wordsworth, 2016), but the greenhouse effect dominates182

and is more robust.183

3.2 Surface energy budgets184

How do the longwave optical depth and surface pressure control the surface lapse rate185

in different climates? Wordsworth (2016) proposed using the surface energy budget to186

understand the mechanisms controlling the surface lapse rate. The surface energy budget187

is:188

SW + LWa = LWs + SH (6)

where SW is the net shortwave heating from the star, LWa is the longwave heating from189

the atmosphere (greenhouse effect), and LWs is the longwave cooling by surface emission,190

which is directly related to Ts:191

LWs = σT 4
s (7)

where σ = 5.67 × 10−8 W/m2/K4 is the Stefan-Boltzmann constant. SH is the sensible192

heat flux. There is no latent heat term in the surface energy budget because water vapor193

and CO2 condensation are disabled in our default simulations.194
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To better understand the role of atmospheric optical thickness and pressure on the195

surface temperature structure, we analyze the surface energy budget in our simulations196

with varying τ and ps. To visualize the model output, we apply a tropical meridional197

average (20◦ N - 20◦ S) and time-average to the model output. With this approach, the198

temperature gradient due to solar insolation is minimized. The annual mean longitudinal199

variation in Ts corresponds to the LWs term (see Eq. 7). For example, the red line in Fig. 2c200

indicates a temperature minimum at longitude = 0◦ in the tropics, which corresponds to201

the highland in our idealized topography (Fig. 1a).202

Figure 2. Time-averaged surface energy budgets for typical scenarios: (a) ps = 0.01 bar, τ =

0.01, (b) ps = 0.01 bar, τ = 0.1, (c) ps = 0.01 bar, τ = 5, (d) ps = 5 bar, τ = 0.01, (e) ps = 5 bar,

τ = 0.1, (f) ps = 5 bar, τ = 5. Relative surface lapse rate (surface lapse rate scaled by adiabat), γ,

for each case is indicated in the upper-left corner. SW is the net shortwave heating from the star,

LWa is the longwave heating from the greenhouse effect, LWs is the longwave cooling by surface

emission, and SH is the cooling by sensible heat flux, respectively. Each term is meridionally

averaged within the tropics (20◦N - 20◦S). A dip in the red curve indicates a correlation between

Ts and topography (lower Ts, thus lower emission over the highlands - see Eq. 7).

We find three typical scenarios for the zonal structure of the tropical surface energy203

budget (Fig. 2, see Supplementary Information D for all cases). For an atmosphere that is204

optically transparent (τ < 0.1, Fig. 2a&2d), or thin and optically intermediate (ps ≤ 0.1 bar,205

τ ∼ 0.1, Fig. 2b), the major balance is between surface emission (LWs, red lines) and206

shortwave absorption (SW , blue lines). The other terms are small. Since SW does not207

vary with topographic elevation in our model setup, LWs (and thus Ts) can’t vary much208

either. Hence, γ is close to zero under this scenario. For optically thick atmospheres209

(τ ≥ 1, Fig. 2c&2f), the dominant balance is between surface emission, LWs, and longwave210

heating (LWa, cyan lines). The longwave heating is weaker over the highlands compared211

to the lowlands, thus the highland surface is colder. Although the magnitude of SH is212

non-negligible for massive atmospheres (ps ≤ 1 bar), the spatial variations of SH are small213

under this scenario. This is consistent with our earlier results that γ is dominated by τ when214

τ ≥ 1 (Fig. 1c). For massive, moderately opaque atmospheres (ps ≥ 1 bar, τ ∼ 0.1, Fig. 1e),215

SH variations are large enough to generate a significant pattern in LWs (and thence Ts),216

while LWa is still small. Therefore, in this regime, variations in SH are important for the217

surface lapse rate.218
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Figure 3. Time-averaged surface energy budgets (unit in W/m2) for all cases in Fig. 1c. Same

as Fig. 2, each variable is meridionally averaged within the tropics (20◦N - 20◦S). (a) Contrast of

surface emission, LWs, (b) contrast of greenhouse effect, LWa, (c) contrast of sensible heat flux,

SH.

To illustrate the role of spatial variations in the longwave radiation and surface heat219

flux across the full parameter regime, Fig. 3 shows the highland-lowland contrast as a220

function of τ and ps in our default simulations. Here, we focus on the difference between221

the maximum and minimum values (positive-definite) to visualize the highland-lowland222

contrast. By definition, the change in surface emission contrast (Fig. 3a) reflects the surface223

lapse rate transition (Fig. 1c). The surface emission contrast LWs,max − LWs,min can be224

decomposed into the contribution from the greenhouse forcing, LWa, and sensible heat flux,225

SH. As expected, the change in LWa follows τ and dominates the transition (Fig. 3b). The226

SH contrast additionally modulates the LWs contrast when the atmosphere is moderately227

opaque (Fig. 3c).228

Wordsworth (2016) proposed that ps affects γ by modulating ρ in the equation of SH229

(Eq. 3). To test the importance of SH in general, and the role of ρ in the surface heat230

exchange equation in particular, we perform two sets of mechanism-denial experiments with231

modified SH. In the first set of simulations, we manually disable SH, which significantly232

reduces γ when the atmosphere is intermediately opaque (τ ∼ 0.1), such that γ remains233

small at all surface pressures (solid cyan lines in Fig. 1d&1e). However, γ still becomes234

large for very large τ . In the second set of simulations, we fix ρ at the reference value for a235

1-bar atmosphere in the equation for SH (Eq. 3), which does not significantly change the236

sensitivity of γ to ps (dotted cyan line in Fig. 1e). Thus, SH is necessary for the increase of237

γ with ps at intermediate τ , but the increase of ρ in Eq. (3) is not the primary mechanism.238

3.3 Surface lapse rate transition in a two-column model239

To improve our understanding of the mechanisms that cause the surface lapse-rate240

transition, we construct a simpler two-column model, building on previous work by Yang and241

Abbot (2014), Wordsworth (2015), and Koll and Abbot (2016). Similar to Yang and Abbot242

(2014), our model is formulated by requiring energy balance in the free troposphere and at243

the surface (Eq. 8 - Eq. 11), making the Weak Temperature Gradient (WTG) approximation244

(Eq. 12), and enforcing convective stability or neutrality (Eq. 13 - Eq. 14). The model is245

therefore built on the hypothesis that the key ingredients to explain the surface lapse rate246

include 1) a WTG in the free troposphere, 2) convection, which maintains an adiabatic247

lapse-rate if and only if the radiative-advective equilibrium solution is unstable, and 3)248

radiative-advective equilibrium (i.e. negligible turbulent heat flux) when the solution is249

stable. The model equations are:250
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SW − Fc,HL + ϵHLσT 4
a,HL − σT 4

s,HL = 0 (8)
251

Fc,HL − Fa − FH + ϵHLσT
4
s,HL − 2ϵHLσT

4
a,HL = 0 (9)

252

Fc,LL +
α

1− α
Fa − FH + ϵLLσT

4
s,LL − 2ϵLLσT

4
a,LL = 0 (10)

253

SW − Fc,LL + ϵLLσT
4
a,LL − σT 4

s,LL = 0 (11)
254

Ta,HL − Ta,LL = 0 (12)
255

DSEs,HL

{
= DSEa,HL convective highland, solve for Fc,HL

< DSEa,HL stratified highland, Fc,HL = 0
(13)

256

DSEs,LL

{
= DSEa,LL convective lowland, solve for Fc,LL

< DSEa,LL stratified lowland, Fc,LL = 0
(14)

Here, Ts,HL and Ts,LL are the surface temperatures of the highland and lowland, respec-257

tively; Ta,HL and Ta,LL are the free-tropospheric temperature of the highland and lowland,258

respectively; Fc,HL and Fc,LL are the convective heat flux from the surface to the free tro-259

posphere in the highland and lowland column, respectively; Fa represents atmospheric heat260

transport between the columns; FH represents the atmospheric heat outflow from the trop-261

ical band caused by the Hadley circulation; α is the surface area fraction of the highland262

within the latitudinal belt; ϵHL and ϵLL are the atmospheric emissivities of the two columns;263

and DSE is the dry static energy at the respective location. The values of ϵ and DSE are264

calculated as:265

ϵHL =
ps,HL

ps
τ (15)

266

ϵLL =
ps,LL

ps
τ (16)

267

DSEi = cpTi + gZi (17)

The choices of parameters are explained in Supplementary Information E. Using the268

seven equations (8)-(14), we numerically determine solutions for the seven dependent vari-269

ables of the model: surface temperature (Ts,HL and Ts,LL), atmospheric temperature (Ta,HL270

and Ta,LL), atmospheric heat transport between the columns Fa, and convective heat271

flux (Fc,HL and Fc,LL). We note that the model can be further simplified by combin-272

ing Eq. (9), (10) and (12) into a single equation to eliminate Fa and merge Ta,HL and Ta,LL273

into a single unknown (Ta,HL = Ta,LL ≡ Ta). Moreover, since convection is never active in274

the lowland for any of the presented solutions, we can obtain the same results by setting275

Fc,LL = 0 and eliminating Eq. (14). However, we found that these simplifications provide276

no additional insight, and numerical solution is trivial with either formulation. Similar to277

Wordsworth (2015), our model is constructed for cases when τ ≪ 1. For optically thick278

atmospheres (τ > 1), the surface is no longer radiatively heated by the same atmospheric279

layer that emits to space, thus the single-layer-atmosphere approximation breaks down.280

The two-column model is capable of reproducing the increase of γ with τ and ps (red281

dotted lines, Fig. 1d&1e). From the surface energy budget perspective, our two-column282

model is qualitatively consistent with the transitions in the highland-lowland contrast from283

the GCM (Supplementary Information E).284

In addition to confirming that the assumptions entering the two-column model formula-285

tion appear to be sufficient to understand the lapse rate transition, the model provides some286

insight into the specific mechanisms. The surface energy budget analysis discussed above287

showed that differential longwave radiation between the lowland and highland is important288

to understand the surface lapse rate at high optical thickness. A naive interpretation is that289

LWa is smaller over the highland simply because the overlying atmosphere is less massive290
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Figure 4. The transition of relative lapse rate, γ, in the two-column model. (a) The dependence

of γ on the greenhouse effect, τ . Solid line (def): default case - same as the red dotted line in

Fig. 1d. Dashed line (fixed ϵ): the case with uniform greenhouse forcing above highlands and

lowlands. Dotted line (Fa = 0): the case with no heat advection between the highland and lowland

atmosphere. Dash-dotted line (Fc = 0): the case with no convection between the atmosphere and

surface. (b) The dependence of γ on the pressure effect. Solid line (def): default case - same as the

red dotted line in Fig. 1e. Dashed line (fixed FH): the case with meridional heat advection fixed

to the 1 bar value (FH = 6.5528 W/m2).

and hence has a weaker greenhouse effect. We can test this hypothesis in the two column291

model by eliminating the difference in ϵ between the two columns (setting
ps,HL

ps
=

ps,LL

ps
= 1292

in Eq. 15&16). We find the change of γ with τ persists in this sensitivity experiment, and293

indeed is only weakly affected (compare solid and dashed lines in Fig. 4a).294

So what instead explains the transition with τ? In the two-column model, the increase295

of the surface lapse rate, γ, is directly related to the lapse rate in the lowland column, due to296

the assumption of WTG in the atmosphere and convective adjustment over the highlands.297

The importance of these two assumptions can be illustrated by setting either Fa or Fc to298

zero (by modifying Eq. 12 or Eq. 13), which changes the relationship between γ and τ299

significantly (dotted line and dash-dotted line in Fig. 4a). Notably, without convective heat300

transport between the surface and atmosphere, the sensitivity of γ effectively reproduces the301

GCM simulations without SH (solid cyan line in Fig. 1d). WTG and convective adjustment302

link the surface lapse rate to the lowland atmospheric lapse rate, which, in turn, is governed303

by radiative-advective equilibrium. As discussed in Payne et al. (2015) and Cronin and304

Jansen (2016), the lapse rate of a column in radiative-advective equilibrium increases under305

increasing greenhouse forcing, as the increased radiative flux cools the atmosphere and heats306

the surface.307

In the next step we examine the sensitivity to the global mean surface pressure, ps. In308

the two-column model, ps, by construction, affects the solution only via its indirect effect309

on the meridional heat transport FH , which is here diagnosed from the GCM simulations.310

The sensible heat flux, SH, which in the real world is associated with complex boundary311

layer physics (Joshi et al., 2020), is implied by Eq. 13&14. Consistent with Kaspi and312

Showman (2015), we find that higher ps (and thus greater atmospheric mass) drives larger313

FH . Following our argument above, atmospheric heat flux divergence from the tropics, FH ,314

leads to a reduction of the net atmospheric heat flux convergence over the lowlands, which315

leads to a reduction in the atmospheric lapse rate (and, hence, a reduction in the surface316

lapse rate, γ). The mechanism can be illustrated by fixing FH . As expected, we find that317

when FH is fixed, the sensitivity of γ to ps disappears (Fig. 4b).318
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Taken together with the GCM simulations, the results suggest that both a weak tem-319

perature gradient and highland convection are important for explaining the sensitivity of320

γ to the greenhouse effect and pressure effect. Meanwhile, the spatial variations in the321

column-integrated greenhouse gas and the near-surface air density do not play a major role322

in the sensitivity of the surface lapse rate.323

4 Discussion and Summary324

“Radiation deficits are cold” and “mountaintops are cold” comprise the usual expec-325

tation for the distribution of surface temperature, Ts. Here, using a GCM simulating a326

fast-rotating, dry planet, we argue that whether “mountaintops are cold” depends on both327

the greenhouse effect (longwave optical depth, τ) and surface pressure, ps. Specifically, the328

dependence of Ts on surface elevation is quantified as the tropical surface lapse rate relative329

to the adiabat, γ. We find that γ increases with τ and ps. However, the roles of the green-330

house effect and pressure effect are not symmetric. At all surface pressures, we find that γ331

is close to zero for very small τ , and approaches 100% as τ > 1. Surface pressure plays a332

significant role at intermediate τ , where more massive atmospheres tend to have larger γ in333

the tropics, but the effect of ps is less robust. From a surface energy budget perspective,334

spatial variations in the downwelling atmospheric longwave radiation LWa are responsible335

for the topographic surface temperature variations for optically thick atmospheres (τ > 1),336

while for optically moderate atmospheres (τ ∼ 0.1) surface temperature variations (and the337

associated variations in surface longwave emission LWs) are maintained by variations in the338

sensible heat flux, SH. Large γ requires a weak temperature gradient in the atmosphere339

and effective coupling between the surface and the atmospheric temperature, where the340

coupling can occur either radiatively or via SH. The surface lapse rate transition can be341

reproduced in a two-column, two-layer model, consisting of a convective highland column342

together with a stable lowland column, coupled via the weak temperature gradient assump-343

tion in the atmosphere. The two-column model suggests that weak temperature gradient344

and highland convection are important to explain the lapse rate transition. Increases in op-345

tical thickness or surface pressure then affect the tropical surface lapse rate by destabilizing346

the atmospheric lapse rate over the lowlands.347

This paper focuses on the surface temperature distribution on fast-rotating, dry planets.348

We can speculate how the conclusions might differ on other planets, although future work349

should use GCMs to verify these predictions. (1) For tidally locked planets, solar insolation350

never reaches the permanent night hemisphere, such that the nightside, heated by advection,351

is stably stratified (Joshi et al., 2020; Ding & Wordsworth, 2021). Thus, the mountaintops352

in the night hemisphere might be warm depending on the strength of the thermal inversion.353

(2) For warm, wet planets, water vapor modulates the atmospheric lapse rate from a dry354

adiabat towards the moist adiabat, which is likely to similarly affect the surface lapse rate355

for thick atmospheres. (3) For cold, wet planets, the ice-albedo feedback is important. The356

existence of ice would decrease absorbed solar insolation. In the optically thin limit, one357

would then expect to find a surface temperature discontinuity near the snowline. In the358

optically thick limit, our mechanism suggests that the surface lapse rate still approaches the359

adiabat, independent of the presence of snow or ice (which is broadly consistent with present-360

day Earth). (4) The influence of spectral properties of real greenhouse species (e.g., CO2,361

H2O) are ignored in this work. Even for optically thick atmospheres, the surface can still362

emit to space through the spectral windows in non-grey atmospheres. Different greenhouse363

gas emission spectra are therefore likely to affect the quantitative results, although we have364

found that changing optical thickness in our gray atmosphere qualitatively reproduces the365

effect of increasing CO2. (5) Rayleigh scattering by atmospheric molecules (which influences366

shortwave heating, SW , and is related to pressure) is ignored in this paper. It was found to367

be unimportant within the parameter space used in our study. But the role of reflection by368

clouds remains unknown.369
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Inspired by earlier research on Mars (Forget et al., 2013; Wordsworth et al., 2013;370

Wordsworth, 2016; Kite, 2019), our work suggests that early Martian sedimentary geology371

might be explained by a new end-member option for the climate: “high Ts + non-CO2372

greenhouse gases + low PCO2”. Under this scenario, changes in fluvial patterns may arise373

from non-CO2 greenhouse forcings rather than the loss of a CO2-dominated atmosphere374

(Kite et al., 2022). The non-CO2 greenhouse forcing could be water ice cloud radiative375

forcings (Urata & Toon, 2013; Kite et al., 2021), or H2 + CO2 collision-induced absorption376

(Wordsworth et al., 2017; Turbet & Forget, 2021). Future work should further test the377

correlation between river locations and elevation with non-CO2 greenhouse forcings and low378

atmospheric pressure (ps < 1 bar).379

With respect to the habitability of exoplanets, our work also highlights the potential380

role of topography in creating cold traps in optically thick atmospheres, in addition to the381

cold traps created by radiation deficts and atmospheric circulation (Ding & Wordsworth,382

2020). Most exoplanet GCMs assume no topography. However, topography allows a greater383

chance for water to condense. Future work could focus on different potential climate regimes384

under the competition of these cold traps, as well as their influences on the hydrological385

cycle and long-term planetary evolution (e.g., the transition between snowball and habitable386

climates).387
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