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Abstract

The Magnetohydrodynamics with embedded particle-in-cell (MHD-EPIC)
model has been successfully applied to global magnetospheric simulations
in recent years. However, the PIC region was restricted to be a box, and it
is not always feasible to cover the whole physical structure of interest with
a box due to the limitation of the computational resources. The FLexible
Exascale Kinetic Simulator (FLEKS), which is a new PIC code and allows a
PIC region of any shape, is designed to break this restriction and extend the
capabilities of the MHD-EPIC model.

FLEKS uses the Gauss’s law satisfying energy-conserving semi-implicit
method (GL-ECSIM) as the base PIC solver. We have also designed extra
numerical techniques, such as the adaptive time stepping and particle re-
sampling algorithms, to further improve the accuracy and flexibility of the
PIC solver. The grid of FLEKS has to be Cartesian, but the active PIC re-
gion is not necessarily to be a box anymore since any Cartesian cells can be
turned off. Furthermore, FLEKS supports switching on or switching off grid
cells adaptively during a simulation. The initial conditions and boundary
conditions of the active PIC region are provided by the coupled MHD code.
FLEKS and the coupled MHD code constitute the MHD with adaptively
embedded particle-in-cell (MHD-AEPIC) model.
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1. Introduction1

Multi-scale plasma simulations are challenging due to the limitation of2

computational resources. Fluid models are efficient for global simulations,3

but kinetic-scale physics is missing. Fully kinetic codes, such as particle-in-4

cell (PIC) codes and Vlasov solvers, contain electron and ion scale physics.5

However, it is extremely computationally expensive to resolve the global6

scale and the electron scale at the same time for three-dimensional (3D)7

global simulations. Traditional hybrid models, which usually treat electrons8

as a massless fluid and simulate ions with a PIC method or a Vlasov solver,9

incorporate ion-scale physics into global simulations by sacrificing electron-10

scale kinetic physics. Another class of hybrid methods embeds a kinetic code11

into a global fluid model so that the kinetic code can resolve the regions where12

the kinetic physics is important, and the fluid model handles the rest of the13

domain efficiency. Recently, independent groups have developed models that14

couple either a PIC code [1] or a Vlasov solver [2] with a fluid model.15

Sugiyama and Kusano [3] demonstrated the concept of coupling a PIC16

code with a fluid code. The magnetohydrodynamics (MHD) with embedded17

particle-in-cell (MHD-EPIC) model developed by Daldorff et al. [1] is the18

first mature coupled model that is capable of running 3D global simulations.19

The MHD-EPIC model usually covers the dayside or/and the tail reconnec-20

tion sites with the PIC code when it is applied to simulate the dynamics of21

magnetospheres [4, 5, 6, 7]. Multiple isolated PIC domains are supported so22

that a few regions of interest can be covered by the PIC code in one simu-23

lation [4]. However, in a MHD-EPIC simulation, a PIC region is restricted24

to be a box, which is not always feasible to cover the whole physical struc-25

ture of interest due to either the limitation of computational resources or26

the complexity of the physical region. Recently, Shou et al. [8] developed27

the magnetohydrodynamics (MHD) with adaptively embedded particle-in-28

cell (MHD-AEPIC) model, which allows changing the location of an active29

PIC region dynamically.30

In this paper, we introduce a brand new code, the FLexible Exascale31

Kinetic Simulator (FLEKS), which is designed and implemented as the PIC32

component of the MHD-AEPIC model. FLEKS shares some similarities with33

the work by Shou et al. [8], but FLEKS provides a more flexible grid design.34

FLEKS uses the parallel data structures provided by the AMReX library35

[9, 10]. The grid of FLEKS has to be uniform and Cartesian so far, but the36

active PIC region is not limited to be a box anymore since the PIC cells can37
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be turned off to fit the region of interest. Furthermore, FLEKS also supports38

switching on or switching off grid cells dynamically for MHD-AEPIC simu-39

lations. The Gauss’s law satisfying energy-conserving semi-implicit method40

(GL-ECSIM) [11] is implemented as the base PIC solver. The time step of the41

semi-implicit PIC methods is usually limited by a Courant–Friedrichs–Lewy42

(CFL) condition in order to be accurate [12]. Since the plasm maximum43

characteristic speed may change significantly during a long MHD-AEPIC44

simulation, the simulation will be either too slow or inaccurate with a fixed45

time step. To keep the simulation efficient and accurate at the same time,46

FLEKS uses an adaptive time-stepping algorithm, which still satisfies the47

requirement of the energy-conserving semi-implicit method (ECSIM) [13] to48

keep energy conservation. Section 2 describes the adaptive grid and temporal49

discretization of FLEKS.50

The statistical noise of macro-particles is a primary source of the nu-51

merical errors for typical PIC simulations. Dozens to hundreds of particles52

per cell are usually used to achieve a balance between the accuracy and53

the computational cost. Since there are much more macro-particles than54

grid cells in a kinetic PIC simulation, particle-related calculations, such as55

updating particle positions and velocities, usually dominate the total com-56

putational time. What is worse is that a massive parallel simulation can be57

further slowed down gradually due to the imbalance of macro-particle num-58

bers among the CPU or GPU cores. On the other hand, the decreasing of59

the macro-particle numbers in some cells increases the statistical noise and60

reduces the accuracy. A particle resampling algorithm that is able to control61

the macro-particle number per cell is crucial for improving both the simula-62

tion efficiency and accuracy. More macro-particles should be populated into63

the cells, which contain fewer macro-particles than required, to represent64

the plasma velocity-space distributions more accurately. This goal is usu-65

ally achieved by splitting particles. In the cells with more macro-particles66

than a threshold, a particle merging algorithm should be applied to reduce67

the macro-particle number to speed up simulations. A particle resampling68

algorithm is even much more crucial for a PIC code with adaptive mesh re-69

finement, where the motion of macro-particles between the coarse and fine70

cells alters the macro-particle number per cell dramatically [14, 15].71

Both the particle splitting and particle merging processes replace the72

original particles with a set of new particles. Lapenta [16] suggested that the73

replacement should maintain the following properties:74
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• The plasma moments on the simulation grid, which are used to update75

electric and magnetic fields, should not be changed by the replacement.76

• The replacement should keep the original particle phase-space distri-77

butions.78

It is more challenging to achieve these two goals for a particle merging al-79

gorithm than a particle splitting algorithm because it is inevitable to lose80

information when replacing original particles with fewer particles. A few81

algorithms have been designed to merge particles. Lapenta [16] introduced82

two algorithms to merge particles that are close to each other in the phase83

space. The algorithm C1 merges two particles into one, and the algorithm84

C2 merges three particles into two. The algorithm C2 conserves the mass,85

momentum, and energy of the particles, and also the charge densities on the86

grid, but it is not straightforward to extend to 2D and 3D. Vranic et al. [17]87

also proposed an algorithm to merge particles into two new particles while88

conserving the overall mass, momentum, and energy, and the original par-89

ticles are chosen by binning particles in the momentum space. Instead of90

merging a few particles into one or two, the algorithms designed by Assous91

et al. [18], Welch et al. [19], Pfeiffer et al. [20], and Faghihi et al. [21] use92

a set of particles to replace the old ones. Assous et al. [18] and Welch et al.93

[19] focused on the conservation of the grid quantities, but the fine structures94

in the velocity space may not be well preserved. Pfeiffer et al. [20] gener-95

ated the new particle velocities from a distribution function and adjusted the96

velocities to conserve energy afterward. Faghihi et al. [21] created new par-97

ticles with a uniform distribution inside a phase-space bin, and adjusted the98

weights to conserve the moments. As a general rule, the particles selected99

for merging should be close to each other in the phase-space to minimize100

the error that is introduced by merging. Besides the method of binning the101

velocity space [17, 21], Teunissen and Ebert [22] applied a k-d tree to find102

the particles that are closest to each other, and Luu et al. [23] showed how103

to partition particles with the Voronoi diagram.104

When FLEKS is applied to simulate global phenomena as part of the105

MHD-AEPIC model, the simulation time is usually long enough so that the106

local macro-particle numbers may reduce or increase significantly. Splitting107

particles in the low particle number cells improves statistical representation108

and reduces noise. Merging particles alleviates load imbalance and speeds109

up simulations. Our particle resampling algorithms are described in section110

4.111
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Figure 1: A schematic shows the grid structure of the MHD-AEPIC model.

Tracking the motion of macro-particles is useful for learning the trajectory112

and energization of plasma, so FLEKS provides a parallel test particle module113

to follow the motion of macro-particles and save the massive data to disk.114

The test particle module can be used either as a module of the PIC code, or115

as an independent component to directly couple to the MHD model. Section116

5 describes the implementation details of the test particle module.117

The paper is organized as follows. Section 2 describes the grid design of118

FLEKS. Section 3 introduces the adaptive time time step. Section 4 focuses119

on the particle merging algorithm. Section 5 presents the implementation of120

the test particle module. Section 6 shows the numerical tests to demonstrate121

the capability of the adaptive active PIC regions, the role of the particle122

resampling algorithms, and the parallel efficiency of FLEKS. Finally, section123

7 presents the conclusions.124

2. Adaptive grid125

Since the MHD-EPIC model was developed by Daldorff et al. [1], we have126

developed new features to make it more flexible to use. It supports multiple127

independent PIC domains to cover several regions of interest [4], and it also128

allows rotating a PIC box domain to align with the simulation objective129

[24]. However, a box is not always feasible and efficient to cover a region130

of interest. For example, if a PIC box is used to cover the whole dayside131

magnetopause, which is close to a paraboloid, the box will cut through the132

planet and introduce extra difficulties, and the PIC box will also contain133

a large portion of cells where the kinetic effects are not important to slow134

down the simulation. A flexible grid that allows an active PIC region of135
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a paraboloid to fit the magnetopause solves the problems. A dynamically136

adaptive grid is also useful to improve the efficiency of some simulations.137

For instance, the near-Earth X-line may move from the inner magnetotail138

to the middle or even far magnetotail [25], and an adaptive grid that only139

covers the environment around the X-line is much more efficient compared140

to a large PIC box that covers the whole magnetotail. The MHD-AEPIC141

model is designed to solve these problems, and FLEKS is the key component.142

Figure 1 is a carton that shows the concept of the MHD-AEPIC model.143

FLEKS still requires the shape of a PIC domain to be a box, and the144

grid has to be uniform. But it allows switching off part of the cells to fit a145

region of any shape. The most straightforward approach is using a bit-wise146

array to switch on/off each cell. However, we make the algorithm a bit more147

sophisticated. We divide the whole PIC domain into patches (Figure 2(a)).148

Each patch contains N cells in each direction, and one can turn on or turn off149

each patch. The patch size N is required to be larger or equal to 2. FLEKS150

does not allow switching on/off each cell independently (N=1) for the fol-151

lowing reason. FLEKS requires two ghost cell layers. If N=1, the boundary152

ghost cells of an active region may overlap with the physical cells of another153

active region, and hence introduces more difficulties to handle the bound-154

ary ghost cells. A large patch size also benefits the coupling efficiency. In155

MHD-AEPIC simulations, the fluid model controls the status of the patches156

based on either geometric or physical criteria. The fluid model passes the157

patch status bit-wise array to FLEKS through the Message Passing Interface158

(MPI), and the size of this array is reduced significantly with a large patch159

size N. In this paper, we use ‘active’ to describe the patches or cells that are160

switched on. The active cells do not have to be connected, and the boundary161

ghost cells of the active regions are filled in with the information obtained162

from the fluid model [1]. Figure 2(a) shows an example that contains two163

separated active regions.164

FLEKS uses the data structures provided by the AMReX library to store165

the fields and also the particles. After the patch status array is obtained from166

the fluid model, FLEKS uses the functions provided by the AMReX library167

to divide the active regions into blocks. AMRex does not require all the168

blocks to have the same size. We note that the patch and the block are two169

independent concepts. The patches are only used to activate or deactivate170

cells. For example, the ’L’ shape active region in Figure 2(a) consists of 3171

patches and it can be divided into 2 blocks (Figure 2(b)).172

FLEKS allows activating or deactivating patches during a simulation. If173
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the active regions change, FLEKS will produce a new set of blocks to cover the174

new active regions. With the function provided by AMReX, FLEKS copies175

the fields and particles from the old blocks to the new ones for the cells that176

are already active and deletes the information of the newly deactivated cells.177

The newly activated cells are filled in with the information obtained from178

the fluid model as what is done for FLEKS initialization.179

FLEKS has two ghost cell layers, but the outer layer is only used to180

receive and store the magnetic fields, which are necessary for calculating181

currents on the nodes of the inner ghost cell layer from ~J = ∇ × ~B. The182

currents are used to generate particles with correct velocities in the inner183

layer ghost cells. To simplify the description, we ignore the outer layer in184

Figure 2(c) and also in the rest of the paper unless otherwise specified. The185

principle of setting boundary conditions of the electromagnetic fields and the186

particles is still the same as the MHD-EPIC algorithm with a box PIC region187

[1]. However, the non-box shape of an active region introduces some extra188

implementation difficulties. They are three types of ghost cells for a block:189

the internal ghost cells (blue cells in Figure 2(c)), the exclusive boundary190

ghost cells (gray cells in Figure 2(c)) and the shared boundary ghost cells191

(cyan cells in Figure 2(c)). The internal ghost cells are not boundary cells,192

and there is no need to apply boundary conditions. The exclusive boundary193

ghost cells are not overlapped with any cells of the neighbor blocks, and they194

should be filled in with macro-particles as the particle boundary condition.195

The shared boundary ghost cells are overlapped with the boundary ghost cells196

of the neighbor blocks. Only one of these blocks should generate boundary197

particles. Here is the algorithm to choose the block. The first step is to198

distinguish the boundary ghost cells from the internal ghost cells. Then, for199

each boundary ghost cell, either the exclusive type or the shared type, we200

loop through its at most 26 neighbor cells (3D) in a certain order (we choose201

to loop through all the face neighbors first, then the edge neighbors, and202

finally the corner neighbors), skip the cells does not exist and find out the203

first neighbor cell that is either physical cell or internal ghost cell. If the204

location of this neighbor cell is inside the physical domain of this block, this205

block should generate particles inside this boundary ghost cell. For example,206

in Figure 2(c)), C1 and C3 are overlapped with each other. We loop through207

the neighbor cells of C1 (C3) and find C2 (C4) is its first neighbor cell that208

is either a physical cell or an internal ghost cell, and block-1 (block-2) should209

(not) generate particles in C1 (C3) since C2 (C4) is (not) inside block-1210

(block-2).211
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The electric fields are node-based in FLEKS. For a node that is shared by212

multiple blocks, such as the one indicated by red-cross in Figure 2(c)), only213

one block should take care of the shared node when solving the linear equation214

of the electric fields. The algorithm described in the previous paragraph is215

also applied to choose the proper block for the shared nodes.216

3. Adaptive time-stepping217

The time step of the energy-conserving semi-implicit method (ECSIM)218

is subject to the accuracy condition vrms∆t/∆x < 1 just as other semi-219

implicit PIC methods [12], where vrms is the maximum root mean square of220

macro-particle velocities. For a long MHD-AEPIC simulation, vrms may vary221

significantly, so an adaptive time-stepping algorithm that adjusts time-step222

accordingly will improve the efficiency and accuracy simulations. However,223

the energy conservation property of ECSIM is sensitive to the temporal dis-224

cretization scheme, and the adaptive time-stepping algorithm should not225

break the conservation.226

Our adaptive time-stepping algorithm is summarized in Figure 3. At the227

end of one cycle, Both the electromagnetic fields and the particle velocities228

are at time stage tn, and the particle locations are at the staggered stage229

tn+1/2. The difference between tn+1/2 and tn is tn+1/2 − tn = ∆tn/2.The230

maximum speed vrms can be obtained with the particle velocities at tn, and231

a new time step ∆tn+1 can be calculated from ∆tn+1 = CFL · ∆x/vrms.232

However, during the next cycle to update the electromagnetic fields and233

particle velocities from tn to tn+1, the time step should be tn instead of tn+1,234

so that the particle locations Xn+1/2 are still at the middle of tn and tn+1 and235

the energy conservation property of ECSIM is preserved. In order to adjust236

the time step for the next cycle, we use the time step ∆tn/2 + ∆tn+1/2 for237

updating the particle locations from Xn+1/2 to Xn+3/2. Since the velocities238

V n+1 are not at the middle of Xn+1/2 of Xn+3/2 anymore, the second-order239

accuracy of updating particle locations is not satisfied. In practice, the speed240

vrms varies gradually and the difference between ∆tn and ∆tn+1 is very small,241

so the lose of accuracy is negligible.242

4. Particle resampling243

We implemented particle resampling algorithms to control the macro-244

particle number of each cell. Every computational cycle, a particle splitting245
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Block−1

Block−2

Block−3

(b)

(a)

Block−2

Block−1

(c)

C2 C3

C4C1

Figure 2: The black lines represent the cells of a PIC domain. The red dashed lines in (a)
show the patches, and one patch contains 4 × 4 cells in this example. In (a), the active
patches/cells are colored by dark gray, and light gray colors the ghost cells of the active
cells. (b) shows the blocks of the active regions. (c) shows the inner layer of the ghost
cells of two blocks, and the red dots represent the macro-particles that are generated in
the ghost cells as the particle boundary condition. Blue ghost cells are internal ghost cells,
which are overlapped with the physical cells of the neighbor blocks. The gray cells are
exclusive boundary ghost cells, and they should be filled in with macro-particles as the
boundary condition. The cyan cells are also boundary ghost cells, but they are overlapped
with the boundary ghost cells of the neighbor blocks. One of the blocks should generate
boundary particles.
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Figure 3: The adaptive temporal discretization.

(merging) algorithm is applied to produce (remove) macro-particles for the246

cells that contain fewer (more) particles than the low (high) threshold. The247

goal of splitting and merging is to keep the number of particles per cell248

(PPC) close to a constant in the whole computational domain. This constant249

number is the initial PPC in FLEKS. Essentially, the particle resampling250

algorithms use a new set of particles to replace the old ones. Our guiding251

principle of designing the algorithms is that the replacement should keep252

the original particle phase-space distribution as much as possible. In order253

to conveniently apply the resampling algorithms, FLEKS stores the particle254

data cell by cell.255

4.1. Particle splitting256

Our particle splitting algorithm is essentially the same as the one intro-257

duced by Lapenta[16], in which one particle is split into two children parti-258

cles. The children particles have the same velocity as their parent particle,259

but their location is oppositely displaced slightly along the velocity direction.260

We choose to displace the new particles along the velocity direction so that261

the orbits of the new particles are still close to the orbit of the old particle.262

Initially, the particles that are close to each other have similar weights, but263

the weights may become quite different later due to the transport of particles264

and the effect of particle resampling. We choose to split the heaviest particles265

to minimize the particle weight variance.266

10



(e) After merging (d) Before merging 

Vx – Vth  Vp,x Vx + Vth

Vy + Vth     

Vy - Vth     

Vp,y

(b) Velocity space bins 

(a) Spatial grid 

X

Y

(c) One velocity bin with buffer 

buffer 
size

Figure 4: The steps of merging macro-particles.

4.2. Particle merging267

The essence of particle merging is replacing a set of particles with a new268

set, and the new set contains fewer particles than the old one. Particle merg-269

ing reduces the particle number in some cells and improves load balancing.270

Particle resampling has a negative impact on the accuracy of a simulation271

because (1) the replacement introduces errors, and (2) fewer particles lead272

to larger statistical noise in the subsequent simulation. The increasing of273

statistical noise is inevitable, but the errors caused by the replacement can274

be minimized with a proper merging algorithm.275
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5. Test particle module276

An independent test particle (TP) module is designed to track the mo-277

tion of the macro-particles for FLEKS. It can be used either as an auxiliary278

component of the PIC algorithm or as an independent component, which is279

directly coupled with the MHD model. Similar to the macro-particles of the280

PIC code, the test particles are also generated based on local plasma fluid281

quantities that are obtained from the MHD model. The TP module also uses282

the same algorithm to move particles as the GL-ECSIM algorithm. When the283

TP module is used with the PIC component together, the TP module shares284

the same grid layout as the PIC component and uses the electromagnetic285

fields calculated by PIC to update test particles. When the PIC component286

is turned off, the TP module can directly obtain the grid structure and elec-287

tromagnetic fields from the MHD model. FLEKS is a pure test particle code288

for this case. Compared to the embedded PIC simulations, the test particle289

simulations are only one-way coupled, i.e., the MHD model provides the elec-290

tromagnetic fields for FLEKS, but there is not any feedback from FLEKS to291

the MHD model.292

In a three-dimensional (3D) simulation, it is common to track the motion293

of millions of test particles, and a few thousand steps of the update will294

easily produce a few hundred Gigabytes of particle trajectory data. The test295

particle module should organize the data properly to improve both the IO296

performance of writing data to disk and also the efficiency of finding all the297

data of a certain particle for data analysis. To reduce the IO frequency, the298

TP module of FLEKS saves the particle trajectory data every 100 cycles,299

and all the processors write to the same file with MPI-IO APIs. We note300

that if a test particle moves from one processor to another in the middle301

of two IO operations, its trajectory data should also be transferred to the302

destination processor. Besides the particle trajectory data file, a particle ID303

list file, which maps a particle ID to its data location in the particle data file,304

is also created. An example of these two files is shown in Figure 5. With this305

file structure, it is efficient to find all the trajectory data of a certain particle306

for data analysis.307

6. Numerical tests308

6.1. Two-dimensional double-current-sheet magnetic reconnection309

The two-dimensional magnetic reconnection problem is widely used to310

test plasma simulation codes. The double-current-sheet setup allows periodic311
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Figure 5: The file structures for storing test particles.

Figure 6: 2D fast wave test.
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(a)

(b)

Figure 7: 1D fast wave.
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Figure 8: Simulation speed.
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boundary conditions for both directions. Here we use a setup based on the312

GEM-challenge [26].313

The initial condition is set to satisfy the fluid force balance for both314

electrons and ions [27]. The simulation domain is −12.8 < x < 12.8 and315

−6.4 < y < 6.4 in normalized CGS unit. The speed of light is set to be c = 1.316

The ion density is uniform and ni = 0.0975. The ion plasma frequency is317

ωpi =
√

4πnie2

mi
= 1.107 and the ion inertial length di = c/ωpi = 0.903 since318

mi = 1 and qi = −qe = 1. A reduced ion-electron mass ratio mi/me = 25 is319

used, so the electron skin depth is about de = di/5 = 0.18. Initially, there is320

no charge separation, ne = ni, and the electric field is E = 0.321

The background magnetic filed is322

Bx = B0

(
−1 + tanh

y − yB
δ

+ tanh
yT − y
δ

)
(1)

where B0 = 0.07, the positions of the two current sheets are yB = −3.2 and323

yT = 3.2, respectively, and the width of the currents sheets are controlled by324

δ = 0.5. The electrons have a velocity in the z-direction to generate current325

equal to the curl of the magnetic field, i.e, Jz = neqeue,z = −∂Bx/∂y. The326

ion pressure pi is uniform in the whole domain. Far away from the current327

sheets, the ion plasma beta is 1, and the electron pressure is 1/5 of the328

ion pressure. Near the current sheet, the electrons are heated to balance329

the magnetic field gradient force, which is the same as the Lorentz force330

−neqeue,zBx. This unperturbed initial condition is in fluid force balance [27].331

A perturbation is added to excite the reconnection. The magnetic field332

perturbation vector potential is Ax = 0, Ay = 0 and:333

Az = A0B0

{
− e

− (x−xT )2

G2
x

− (y−yT )2

G2
y cos [kx(x− xT )] cos [ky(y − yT )]

+ e
− (x−xB)2

G2
x

− (y−yB)2

G2
y cos [kx(x− xB)] cos [ky(y − yB)]

} (2)

where the perturbation amplitude is set by A0 = 0.1, the locations along the334

top and bottom current sheets are xT = 6.4 and xB = −6.4, respectively,335

the width of Gaussian profiles are Gx = Gy = 0.5, and the wave vectors are336

kx = 2π/25.6 and ky = 2π/12.8. Since these two reconnection sites, i.e., the337

bottom left one at (xB, yB) and the top right one at (xT , yT ), produce the338

same signatures, we only plot and discuss the bottom left reconnection site339

for simplicity.340
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Figure 9: 2D magnetic reconnection results with (right column) or without (left column)
particle resampling.
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Figure 10: 2D magnetic reconnection results with (right column) or without (left column)
particle resampling.
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Figure 11: Phase space distributions.
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Figure 12: Weak scaling results.

7. Conclusion341

In this paper, we present the algorithms and implementation of FLEKS.342

The adaptive grid allows FLEKS covering a region of any shape. The adap-343

tive temporal discretization and particle resampling algorithms improves the344

accuracy and efficiency of simulations.345

Acknowledgments: This work was supported by the INSPIRE NSF grant346

PHY-1513379 and the NSF PREEVENTS grant 1663800. Computational347

resources supporting this work were provided on the Blue Waters super com-348

puter by the NSF PRAC grant ACI-1640510, on the Pleiades computer by349

NASA High-End Computing (HEC) Program through the NASA Advanced350

Supercomputing (NAS) Division at Ames Research Center, and from Yel-351

lowstone (ark:/85065/d7wd3xhc) provided by NCAR’s Computational and352

Information Systems Laboratory, sponsored by the National Science Foun-353

dation.354

20



Figure 13: Strong scaling results.
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Figure 14: A MHD-AEPIC simulation of Earth’s magnetosphere with the dayside magne-
topaused covered by FLEKS.
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Figure 15: The locations (left) and the trajectories (right) of the test particles.
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