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Abstract

Predictions arising from deep neural networks may be very accurate but not very robust, leading to uncertainty in their outcome.

This critical problem is receiving growing attention from the Machine Learning (ML) community. A practical solution that is

increasingly applied is calculating confidence bounds for the ML predictions. Most confidence bounds available in the literature

are theoretically sound but unfeasible from a practical viewpoint. In this paper, we contribute to the literature with probabilistic

confidence bounds based on conditional probabilities, and we demonstrate their operational validity by means of a real-world

application that concerns the prediction of the sleeping states of car drivers.
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1 Introduction

Modelling the uncertainty of the predictions of deep neural networks is a critical problem that is receiving
growing attention from the Machine Learning (ML) community. Deep learning architectures have been
proven to achieve outstanding results in various domains. However, their application in high-risk fields,
such as autonomous driving, where an erroneous prediction can dramatically impact people’s lives, demands
that neural networks be accurate and indicate when their predictions are likely incorrect due to unexpected
inputs or out-of-distribution data.

The paper by (27), provides a recent literature review on on the topic of driving and the importance
of improving predictions and robustness in such a problem.

For instance, a self-driving car that uses a neural network to detect obstructions should count more on
the output of other sensors for braking if the network cannot confidently predict the presence of immediate
obstructions. Uncertainty modelling can help identify when the model faces such situations, enabling more
robust and reliable performance.

Incorrect predictions can also lead to biased or unfair outcomes, mainly when ML models are used in
sensitive domains like hiring or lending. Uncertainty modelling can help identify cases where the model
may be biased or uncertain, prompting further review and intervention. Overall, modelling the uncer-
tainty of deep neural network predictions is crucial for improving the trust, safety, fairness, reliability
and interpretation of AI systems, as well as for enhancing human-AI collaboration and allowing for safer
decision-making (5; 9). Uncertainty modelling is also essential in the research and development of ML
models. It can guide the development of more robust architectures and training procedures, help identify
weaknesses and limitations in existing models and make informed choices about which models to use.
Specifically, a neural network should provide a calibrated measure of its confidence that its predictions
are correct, meaning that they correspond to the ground truth (8). Estimating the reliability of networks’
predictions is still an open research quest.

Probabilistic methods can be applied to obtain confidence bounds in predictions. This paper focuses
on probabilistic confidence values for neural networks applied to classification problems, particularly in



detecting whether a car driver is alert or has a microsleep. The proposed calibration method presents
a novel approach for complementing predictions with valid confidence measures. The advantage of the
proposed methods is that confidence bounds can be calculated for individual predictions without requiring
heavy computations.

2 Literature review

The goal of confidence calibration is to estimate uncertainty via matching the confidence level of a set
of samples with their prediction accuracy (8; 18). For instance, a model, like a neural network, should
correctly classify 90 out of 100 samples if its confidence level on such predictions is 0.9. More formally,
given the input X ∈ X and label Y ∈ Y = {1, · · · ,K} both random variables following a ground truth
joint distribution π(X,Y ) = π(Y |X)π(X), a neural network f with f(X) = (Ŷ , P̂ ) where Ŷ ∈ {1, · · · ,K}
is a predicted class and P̂ is its associated confidence level, perfect calibration can be defined as (8):

P (Ŷ = Y |P̂ = p) = p, ∀p ∈ [0, 1] (1)

Unlike those from a decade ago, the most recent neural networks are poorly calibrated (8). Depth, width,
weight decay, and batch normalisation influence calibration. Hence, in practical settings, it is impossible to
achieve perfect calibration. To improve calibration, scholars have proposed different solutions that can be
clustered into scaling-based, binning-based, similarity-based and Bayesian-based methods. Scaling-based
methods adjust the probability returned by a model that an input belongs to an output class by learning
one or more scalar parameters so that this probability accurately represents the likelihood of that particular
class. Standard methods for confidence calibration in the classification domain are Platt scaling (24), beta
calibration (12) and temperature scaling methods (8). Binning-based methods divide samples into multiple
bins based on confidence and calibrate each bin. Popular binning-based methods include Bayesian Binning
into Quantiles (BBQ) (19), histogram binning (31) and an Ensemble of Near Isotonic Regression (20).
However, existing calibration methods fail to see the proximity bias issue, the tendency of models to be
overly confident in low proximity samples (samples lying in sparse density regions of the input space)
than high proximity ones. Thus, models suffer from inconsistent miscalibration, limiting the capabilities
of calibration methods to deliver reliable and interpretable uncertainty estimates (30). Similarity-based
methods estimate the confidence level based on the output class of the instances in the input dataset
that are closer (or more similar) to the test sample. For instance, the method proposed in (1) estimates
confidence levels using a non-conformity measure, calculated as the average k-neighbour proximity for all
the samples in the same class predicted by the model for a given sample under analysis, to indicate how
‘atypical’ this sample is relative to the other samples.

Bayesian-based methods quantify the uncertainty related to inputs and parameters’ calibration via
a posterior distribution of the model’s parameters, which balances the prior probability of the parame-
ters with the likelihood function learned from the available data and also enables accurate uncertainty
quantification on the Bayesian methods are a common tool to provide a mathematical framework for un-
certainty estimation (6; 10). However, exact Bayesian inference is not tractable in deep neural networks
due to its sophisticated implementation and high computational cost (26). Furthermore, these methods
are often harder to scale and can suffer from sub-optimal performance (2). Scholars have proposed many
techniques to approximate the intractable posterior distributions derived by Bayesian inference for neural
networks (3; 7; 15; 29), a popular one being Markov Chain Monte Carlo (MCMC) (21). Monte Carlo
simulations were exploited in (11) to estimate data uncertainty, the amount of noise inherent in the in-
put data distribution. The estimated uncertainty is fed into the loss function of the neural network. The
authors demonstrated that this uncertainty-based loss function improves the model’s calibration. More
recently, stochastic gradient versions of MCMC were also proposed to allow scalability (4; 16; 28). There
have also been efforts to approximate the posterior with Laplace approximations (25) and with related
approaches, such as the Stochastic Weight Averaging (SWA)-Gaussian, which performs Gaussian posterior



approximation using the SWA algorithm. However, all these methods are often computationally expensive
and sensitive to the choice of hyperparameters.

On a different line of research, (14) presented a framework to measure and calibrate biased (or miscali-
brated) confidence estimates of object detection methods by including additional bounding box information
from the detector. This was followed by Bayesian confidence calibration, a framework to obtain calibrated
confidence estimates in conjunction with the uncertainty of the calibration method (13) by treating each
model’s parameter in a Bayesian way. Bayesian neural networks are neural networks that use distributions
instead of weights for inference, thus indicating the network’s uncertainty about a specific prediction. The
authors transferred this idea of using distributions to confidence calibration. For this purpose, each model’s
parameter, or weight in the case of a neural network, is replaced by a normal distribution. This allows
obtaining a single calibrated estimate for a single prediction and a sample distribution indicating the
epistemic uncertainty about the current prediction. Similarly, (26) proposed calibrating a single sample’s
prediction accuracy and confidence in deep neural networks through stochastic inferences. They interpreted
stochastic regularization using a Bayesian model. They showed that the network’s predictive uncertainty
and the variance of the prediction scores obtained by stochastic inferences for that sample are highly cor-
related with the variance of multiple inferences given by stochastic depth or dropout. Motivated by the
findings, the authors designed a variance-weighted and confidence-integrated loss function composed of two
cross-entropy loss terms w.r.t. ground truth and uniform distribution balanced by the variance of stochastic
prediction scores. Deep neural networks trained with this loss function predict confidence-calibrated scores
using a single inference.

Finally, Conformal Prediction (CP) is a framework for assessing the uncertainties of AI systems. Given a
sample, CP returns a prediction interval in regression problems and a set of classes in classification problems
guaranteed to cover the true value with high probability. However, CP is computationally inefficient as it
requires retraining a model over a calibration set containing n + 1 samples w.r.t. the previous iteration
(22). CP becomes unfeasible when coupled with neural networks that require long training times.

2.1 Gaps in the existing knowledge

Existing methods are computationally burdensome as they require to retrain the neural networks. Some
real-world applications, such as autonomous-driving cars, need lightweight neural networks as the com-
putational resources are required to process the signals received from various sensors, including radars
and cameras. Furthermore, most of these methods are complex, thus hard to understand, explain, and
debug. Explanations for model-based predictions should be supplemented for process control and quality
certification by auditors.

3 The proposed calibration method

The proposed calibration method was inspired by the request of a car manufacturer to show an indicator
of a driver’s state (either alert or microsleep) augmented by confidence levels in the predictions made by
a neural network.

We uderline that the request of the car manufacturer involved two main aspects, which condtion the type
of methodology to be employed: a) to develop a methodology that does not require heavy computations;
b)to develop a methodology that is understandable, especially in terms of incremental innovations with
respect to existing practices. These conditions led us to develop a methdology that, while mathematically
sound, is also simmple to understand and implement.

More precisely, we assume that, to be effective and usable in an automotive electronic system, the
method generating this indicator had to meet the following requirements:

– Be inspectable, comprehensible and explainable to ensure that it meets safety and quality standards.



– Return two confidence levels, depending on whether the driver is/is not in a microsleep state.
– Be calculated and displayed in real-time; hence, its computation cannot be resource greedy.

The neural network does not directly predict microsleep states, but it processes one video frame at
a time and returns a probability score on whether the eyes of the driver are open or closed. The eyes
are considered open if the probability score is lower than 80%; above this threshold, eyes are considered
closed. This threshold was determined by maximising the prediction accuracy of the network on an Xperi
proprietary dataset containing several videos of people driving at a simulator at different times of the day
and night.

When the eyes are predicted as open, the driver is in a no-microsleep, or alert, state. A microsleep
starts after 15 consecutive frames are labelled as “eyes closed” and ends when either 1) there occurs a
frame labelled as “open eyes”, or 2) 3,000 consecutive frames are labelled as “closed eyes”. In the latest
case, the microsleep state is updated to “sleep”; the sleep state is not considered in this paper, but the
proposed method can be easily extended to return the network’s confidence levels of the sleep state. Figure 1
shows diagrammatically how the system works, from an input frame to its output, which consists of an
“alert” or “microsleep” label for each frame.

Fig. 1: Diagrammatic view of the AI system structure developed to predict a driver’s alert/microsleep
states based on a neural network that returns the probability of whether the driver’s eyes are closed. If this
probability is higher than 80%, eyes are considered closed. A microsleep consists of 15 consecutive frames
with eyes closed.

Noticeably, the proposed calibration method is not a neural network approach but a statistical method
based on the behaviour of a neural network that was trained to assess if the eyes of a driver are open or
closed. This method considers the confusion matrices to report how many instances are wrongly labelled
as open or closed eyes and, subsequently, are assigned to the alert or microsleep state. Confusion matrices
represent a performance measurement for machine learning classification problems. They consist of four
cells, organised into two rows and two columns, reporting the combinations of predicted and actual values.
The false positive and negative rates reported in the confusion matrices provide an insight into how often
the network confuses the two output classes. The assumption underlying the proposed method is that these
rates suffice to assess the confidence level of a network’s prediction without running Montecarlo simulations
or retraining the network on a new calibration dataset. In this case, the positive cases correspond to eyes



open and no microsleep, and an example of the two confusion matrices calculated over the network’s
predictions is reported in Tables 1 and 2.

Table 1: Confusion matrix of the predictions made by the neural network on whether the eyes of a driver
are open or closed.

Predicted condition
Open eyes Closed eyes

Actual
condition

Open eyes 19,501 499
Closed eyes 580 19,240

Table 2: Confusion matrix of the predictions on whether the driver is having or not a microsleep, based
on the number of consecutive frames classified as “eyes closed”.

Predicted condition
Microsleep Alert

Actual
condition

Microsleep 18,745 1,255
Alert 2,137 17,863

The number of instances can be transformed into probabilities of correctly or wrongly classifying frames
by dividing each value by the sum of its column. For example, the values in the first row of the open/closed
eyes confusion matrix are divided by 19, 501 + 580 = 20, 081. The resulting normalised confusion matrices
are reported in Tables 3 and 4.

Table 3: Normalised Confusion matrix of the predictions made by the neural network on whether a driver’s
eyes are open or closed.

Predicted condition
Open eyes Closed eyes

Actual
condition

Open eyes 97.11% 2.53%
Closed eyes 2.89% 97.47%

Table 4: Normalised confusion matrix of the predictions on whether the driver is having or not a microsleep’.
Predicted condition
Microsleep Alert

Actual
condition

Microsleep 89.77% 6.56%
Alert 10.23% 93.44%

The confidence levels of the predictions made by the system on the microsleep states are based on
the conditional probabilities of the eyes being open or closed when predicted as such and, subsequently,
that the driver is or is not in a microsleep state. The calculations are based on conditional probabilities,
which assess the probability of an event based on prior knowledge of conditions possibly related to the



event. In this case, the prior conditions are the true and false positive/negative rates derived from the two
confusion matrices and the probability scores that the eyes are closed returned by the neural network as
output. Continuing on the example of the two above confusion matrices, let us assume that the network
has returned a 45% probability that the eyes are closed in an input frame. In this scenario, the eyes are
considered open. Thus, the driver is alert. The confidence level is calculated as the sum of the probability
that the eyes are open or closed returned by the neural network multiplied by the true and false positive
rates, respectively, given that the network has predicted them as such (see equation 2).

P (O) = P (Ô)P (O|Ô) + P (Ĉ)P (O|Ĉ) (2)

where P (Ô) is the probability that the eyes are open estimated by the neural network on a frame and
P (Ô) = 1 − P (Ĉ). P (O|Ô) and P (O|Ĉ) are the true and false positive rates as per the eyes open/close
confusion matrix, respectively. Similarly, the confidence level that the eyes are truly closed P (C) can be
calculated per equation 3.

P (C) = P (Ĉ)P (C|Ĉ) + P (Ô)P (C|Ô) (3)

where P (C|Ĉ) and P (C|Ô) are the true and false negative rates as per the eyes open/close confusion
matrix, respectively.

The confidence level that the driver is truly alert (P (A)) follows the same logic as the confidence level
calculated for the eyes open/close. The probability scores correspond to the probability that the eyes are
open calculated in the previous step (see equation 4).

P (A) = P (O)P (A|Â) + (1− P (O))P (A|M̂) (4)

where P (A|Â) and P (A|M̂) are the true and false positive rates as per the microsleep confusion matrix,
respectively.

The confidence level that the driver is truly having a microsleep differs from the previous cases because
the microsleep probability scores correspond to the probability that the eyes are closed, calculated in the
previous step, raised to the power of the number of frames that are missing to reach the microsleep state
(see equations 5 and 6). For instance, if the network has assigned the label “eyes closed” to just three
consecutive frames, P (C) must be raised to the power of 12 because the microsleep state starts only after
15 consecutive frames are labelled as “eyes closed”. This corresponds to the probability of independently
randomly sampling 12 frames labelled as “eyes closed” by the network where P (O) of the last frame is the
best estimate of the probability that the following frames will belong to the same class as it is impossible
to know what probability scores returned by the network for these frames.

P (M) = P (M̂)P (M |M̂) + (1− P (M̂))P (M |Â) (5)

where P (M |M̂) and P (M |Â) are the true and false negative rates as per the microsleep confusion matrix,
respectively.

P (M̂) = P (C)(15−FCE) (6)

where FCE =
∑

0≤n≤14 1ClosedEyes represents the number of consecutive frames (up to 15) labelled as
“eyes closed” by the neural network.

4 The experiment

The proposed method was applied to the public dataset Night-Time Yawning-Microsleep-Eyeblink-driver
Distraction (NITYMED)3 (23). NITYMED contains 21 videos with a Frame Per Second (FPS) rate of 25,

3 https://datasets.esdalab.ece.uop.gr/NITYMED



lasting approximately 2 minutes, of drivers in real cars under nighttime conditions. The drivers talk, look
around and have microsleeps. The videos have been captured by a camera mounted on the car’s dash. The
participants were 11 males and eight females with different features such as hair colour, beard, and glasses.

The NITYMED videos had to be pre-processed as follows before being fed into the microsleep model:

1. The videos had to be split into single frames as the model works on one frame at a time.
2. The frames were converted from RGB to grey-scaled, single-channel images.
3. Each image was fed into a face-detection network to crop the driver’s face from each frame.
4. The cropped images were fed into the microsleep model to identify which images represent microsleep

events.

The NITYMED’s videos and their frames are not labelled, so it was necessary to calculate the accuracy
and the confusion matrices of the microsleep model. The ground truth labels were created by applying
a key point detector to extract the facial landmarks of each frame and calculate the Eyes Aspect Ratio
(EAR). It was decided that the driver’s eyes are considered closed when EAR is below 20%. The frames
classified as “eyes closed” were visually inspected to ensure that this threshold was not too high, thus
labelling as such frames where the eyes are evidently open. This was not the case, so the threshold was
considered appropriate for this experiment, whose focus is not to design an accurate model for detecting
driver’s drowsiness but to prove the validity of the proposed calibration method.

We remark that the described labelling procedure provides an "expert-based ground truth, which is
not objective. This is the case in many other applications of machine learning, in whcih amodel is assessed
not against an "objective" truth, but a subjective one. This does not alter the generality of the proposed
method.

Fig. 2: Examples of a female and male driver of the NITYMED dataset with eyes open and closed.

The processed frames of the NITYMED videos were fed into a neural network based on a Shufflenet (17)
backbone, trained to asses whether the driver’s eyes are open or closed. The confidence levels of the
microsleep model were calculated on the predictions made on each frame of the NITYMED dataset. The
method returns two numbers representing the confidence levels of the model on the alert and microsleep
state. A video4 shows examples of microsleeps detected by the model and its levels of confidence in
predicting either the alert or microsleep states.

The microsleep model reaches a prediction accuracy of 88.1% in classifying the frames of the NITYMED
videos as eyes open/closed, where the prediction accuracy of the alert or microsleep states is 95.2%. Tables 5
and 6 report the confusion matrices computed by comparing the number of NITYMED frames classified

4 https://vimeo.com/870309458https://vimeo.com/870309458



as eyes open/closed and, subsequently, alert/microsleep by the neural network and with the EAR that
was considered as ground truth. Noticeably, the true negative rates of the neural network are 78% and
74% in predicting eyes open/close and the alert/microsleep stats, which are quite low and are expected to
significantly impact the resulting confidence levels on the alert or microsleep states. It is interesting to see
whether the results meet such expectations.

Table 5: Confusion matrix of the network’s predictions on whether the eyes of a NITYMED driver are
open or closed.

Predicted condition
Open eyes Closed eyes

Actual
condition

Open eyes 46,682 (89%) 1,289 (22%)
Closed eyes 5,674 (11%) 4,683 (78%)

Table 6: Confusion matrix of the network’s predictions on whether a driver of the NITYMED dataset is
having or not a microsleep’.

Predicted condition
Alert Microsleep

Actual
condition

Alert 54,498 (96%) 367 (26%)
Microsleep 2,433 (4%) 1,030 (74%)

5 Results

The confidence levels of the microsleep model in predicting whether the NITYMED videos show microsleep
events or not were calculated per frame. Table 7 contains the number of microsleep events predicted by
the neural network and detected by calculating the EAR (considered as ground truth) with some summary
statistics, namely the min, max, average and median length of these events calculated by number of frames.
Noticeably, the network predicted slightly less than 50% of the microsleeps detected with the EAR, but
this is due to the high threshold (20%) that was used to determine when the driver’s eyes are closed,
based on their EAR. This gap can be easily closed by reducing the threshold. A further inspection of the
frames classified as “eyes closed” with this threshold highlighted a few where the eyes are still partially
open (but it is possible to see most of the eyelids). Whether these frames should be classified as eyes
closed or eyes open is a subjective opinion. Furthermore, this threshold allowed testing of the proposed
calibration method under suboptimal conditions where the network’s accuracy is not high. This is the
typical situation where the network should not always be trusted, and the confidence levels can support
and improve a decision-making process. On the other hand, there are no significant differences in the four
summary statistics. Those microsleeps predicted by the network coincide with microsleeps determined by
the EAR.

Figure 3 shows the confidence levels of the alert and microsleep statuses of a NITYMED driver as
detected by the microsleep model. The confidence level of the microsleep state remains constantly low
until the network returns a frame with closed eyes, and it quickly increases as the number of consecutive
eyes-closed frames increases. However, this confidence level never goes above 60% even when the number
of consecutive eyes-closed frames is far higher than 15, and the network assigns high probability scores to
these frames that the eyes are closed, meaning that the chances that the driver is truly having a microsleep



Table 7: Summary statistics about the microsleep events predicted by the neural network and detected by
calculating the EAR (considered as ground truth).

Statistics Ground truth Predicted
Number of microsleeps 185 87
Min length (# frames) 1 1
Max length (# frames) 117 110
Avg length (# frames) 19 16

Median length (# frames) 11 9

are pretty high. This is, as expected, due to the combined effect of the low eyes open/close and microsleep
true negative rates, which are 78.4% and 74%, respectively.

Fig. 3: Example of alert/microsleep confidence levels calculated on the frames representing a microsleep
event in a NITYMED video.

One of the desired requirements for a confidence level assessment method, like the proposed one,
is to compute calibrated uncertainty estimates. However, it was not expected that this method would
meet this requirement as the confidence levels for the microsleep state are computed using confusion
matrices that consider the errors made by the network throughout the entire dataset. This assumption
was tested by binning the frames of the NITYMED videos according to their microsleep confidence levels



and checking whether these levels match the prediction accuracy. The results are reported in Table confirm
this assumption. When the confidence level for the microsleep state is below 50%, only one frame out of
57,000 was correctly labelled as microsleep by the network. Conversely, the prediction accuracy is higher
than the confidence levels when they are in the range 50-58%. Confidence levels and prediction accuracy
tend to match on the two extreme tails of the data distribution. The confidence levels cannot be higher than
59%, and, correspondingly, 61% of the frames are correctly labelled as showing a microsleep event. And
the model does not assign the microsleep label to any frame with confidence level close to 0%. This issue
could be easily overcome by extracting other confusion matrices for the frames with mid-range confidence
level (these are the frames where the eyes are not fully open or closed) and calculate the confidence levels
with these matrices.

Table 8: Number of NITYMED frames sharing the same confidence level for a microsleep event and the
prediction accuracy reached by the AI system on these sets of frames.

Confidence level # frames Prediction accuracy
< 50% 56,927 0%
50% 24 63%
51% 35 77%
52% 42 76%
53% 63 79%
54% 96 79%
55% 107 83%
56% 140 84%
57% 184 81%
58% 385 72%
59% 320 61%

We conclude this section with a comparison between our methods and others available in the literature,
in the light of the obtained results. Bayesian methods are based on the logic of probability, and are attractive
for our calibration problem, especially for their mathematical coherence. However, they are difficult to scale,
and their actual implementation has a high computational costs. Our proposed method is indeed related
to Bayesian methods, as it also uses the logic of probability, but with a more pragmatic and realistic
approach, which can scale. Conformal prediction methods are instead based on simulation and sampling,
the "dual" of probability laws. They are also very attractive, especially as they can provide simulation
based confidence intervals which can be directly be used for calibration. However, they also have a large
computational cost, requiring a multiple retraining of the underlying neural network model, which is not
possible in our context.

6 Conclusions

In the paper, we have presented a probabilistic method to calibrate the predictions arising from machine
learning methods.

We have demonstrated its operational validity by means of a real-world application that concerns the
prediction of the sleeping states of car drivers.

The proposed calibration method has returned a reliable estimate of the confidence level of the pre-
dictions made by a neural network that considers the true and false positive/negative rate to assess the
network’s confidence. This method brings the following advancements compared to other calibration meth-
ods:



– It is simple to implement
– It is comprehensible.
– It is not resource-greedy and does not require high computation power.

We remark that our analysis is conditional on the available data. If data allow, further analysis can be
entertained. For example, in the paper we have assumed that the cost of type I and type II errors is the
same. If a cost function were known we could incorporate it in our model. Similarly, if more data on the
drivers were known, we could assess other aspects, such as gender fairness of the proposed algorithm.

Future research directions include testing this method on datasets containing data from other appli-
cation domains than autonomous driving cars. Theoretically, the proposed calibration method is model
agnostic and should be applicable to other learning algorithms, such as support vector machines. From a
methodological viewpoint, it would be important to examine how the proposed confidence bounds change
when the two prediction errors in the confusion matrix are assigned different costs.
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