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Abstract

Existing weather models are known to have poor skill at forecasting rainfall over East Africa, where there are regular threats

of drought and floods. Improved forecasts could reduce the effects of these extreme weather events and provide significant

socioeconomic benefits to the region. We present a novel machine learning-based method to improve precipitation forecasts in

East Africa, using postprocessing based on a conditional generative adversarial network (cGAN). This addresses the challenge

of realistically representing tropical rainfall, where convection dominates and is poorly simulated in conventional global forecast

models. We postprocess hourly forecasts made by the European Centre for Medium-Range Weather Forecasts Integrated

Forecast System at 6-18h lead times, at $0.1ˆ{\circ}$ resolution. We combine the cGAN predictions with a novel neighbourhood

version of quantile mapping, to integrate the strengths of machine learning and conventional postprocessing. Our results indicate

that the cGAN substantially improves the diurnal cycle of rainfall, and improves predictions up to the $99.9ˆ{\text{th}}$
percentile ($\sim 10 \text{mm}/\text{hr}$). This improvement extends to the 2018 March–May season, which had extremely

high rainfall, indicating that the approach has some ability to generalise to more extreme conditions. We explore the potential

for the cGAN to produce probabilistic forecasts and find that the spread of this ensemble broadly reflects the predictability of

the observations, but is also characterised by a mixture of under- and over-dispersion. Overall our results demonstrate how the

strengths of machine learning and conventional postprocessing methods can be combined, and illuminate what benefits machine

learning approaches can bring to this region.
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radar data in the area. In Ageet et al. (2022) a range of satellite rainfall estimating prod-160

ucts, including the IMERG product, were compared with rain gauges in an area around161

Uganda (including parts of Kenya, Tanzania, Sudan and the Democratic Republic of Congo)162

over 17 years. Based on a combined assessment of quantile-quantile plots, correlation,163

and skill scores such as hit rate and false alarms, they identi�ed the IMERG product (V06B)164

as the best performing at daily resolution. However, it still has biases; for example it has165

a tendency to underestimate the rainfall rate, and over-predict the frequency of rainfall.166

There are also known issues with similar satellite products in mountainous areas (Dinku167

et al., 2010), which means these observations may be more unreliable over areas such as168

the Ethiopian Highlands and parts of the Rift Valley. A dry bias has also been observed169

in several studies (e.g. Vogel et al. (2018)). Overall, though, it provides a good source170

of data with a high temporal and spatial resolution over our target region, and it has been171

used in other studies in this area (e.g. Woodhams et al. (2018); Finney et al. (2019); Ca-172

faro et al. (2021)).173

The forecast dataset used is the ECMWF IFS HRES deterministic hourly forecast174

(ECMWF, 2023) as this tends to perform amongst the best compared to similar mod-175

els (Haiden et al., 2012). IFS forecasts are provided at 00h and 12h and we use lead times176

within a 6-18h window, corresponding to short-range weather prediction (however it is177

expected that the method we use could also equally apply to longer lead times). The data178

is interpolated from 9km � 9km resolution to 0.1◦ � 0.1◦ to match the grid points of179

the IMERG precipitation. The data starts at March 2016, after the increase in horizon-180

tal resolution for the IFS with the release of Cycle 41r2. To ensure the precipitation fore-181

casts are reasonably consistent, we use data up until September 2021 before the upgrade182

to the convection parameterization scheme with the release of Cycle 47r3 in October 2021183

(ECMWF, 2023).184

2.3 Machine Learning Model185

Our model architecture uses the same architecture and code that L. Harris et al.186

(2022) used to postprocess UK rainfall forecasts. This is itself based on Leinonen et al.187

(2020) and a variant was developed for downscaling tropical cyclone rainfall by Vosper188

et al. (2023). A conditional Wasserstein GAN is trained to predict realistic rainfall pat-189

terns conditioned on several meteorological inputs together with constant inputs such190

as orography, using the IMERG data as ground truth. We use the same approach to test191

{7{
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whether it will transfer to also perform well at postprocessing forecasts in a tropical do-192

main.193

Both the generator and discriminator of the GAN are deep neural networks, pri-194

marily made up of residual blocks, where each residual block contains two convolution195

layers that use square convolutional kernels of width 3 pixels (see e.g. Goodfellow et al.196

(2016) for background on convolutional neural networks). The generator is composed197

of 7 residual blocks (each withfg �lters), with a �nal softplus activation function, giv-198

ing a total of 2� 7� fg intermediate arrays each of size 200� 200. The discriminator is199

made up of 3 residual blocks (each withfd �lters), and two dense layers, giving a total200

of 2 � 3 � fd intermediate arrays each of size 200� 200. Excluding the output layers,201

PReLU activation functions were used, where we set theα parameter for the PReLU to202

0.2 following L. Harris et al. (2022). The number of noise channels was set to 4, and the203

learning rates for the generator and discriminator were set equal to 1� 10−5, with the204

discriminator being trained for 5 steps for every 1 step of generator training. The batch205

size was set to 2 based on hardware memory constraints, and the Adam optimiser was206

used for training.207

Following L. Harris et al. (2022) we use a Wasserstein GAN (Arjovsky et al., 2017),208

which has been demonstrated to improve training stability in many cases (Creswell et209

al., 2018). This modi�es the GAN discriminator to output low numbers for real samples210

and high numbers for fake samples, rather than producing a number in the range [0,1],211

and modi�es the loss function to approximate the Wasserstein distance between the gen-212

erated and true distributions (Gulrajani et al., 2017). This approximation is parame-213

terised by a gradient penalty parameterγ which we set to 10 in line with Gulrajani et214

al. (2017).215

In order to perform shorter experiments to tune hyperparameters, smaller mod-216

els with fg = 32, fd = 128 were trained for 6.4� 104 iterations, and then �nally larger217

models with fg = 64, fd = 256 were trained for 3.2 � 105 steps, and used for evalua-218

tion; thus our largest model was smaller than the model in L. Harris et al. (2022) that219

had fg = 128, fd = 512. However, since the model is not being used for downscaling,220

and because we use a larger domain, the model dimensions scale di�erently, and so us-221

ing a smaller number of channels was required to achieve a reasonable training time.222

{8{
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As inputs, the model uses IFS forecast variables from the same time as the target223

rainfall forecasts. On top of the 9 variables used in L. Harris et al. (2022), we used 11224

extra �elds, including temperature, convective precipitation, vertical velocity, and rel-225

ative humidity (some of which are at several pressure levels; see appendix Appendix A226

for a full table of inputs). Convective inhibition was included, with null values set to 0.227

We included these extra variables as they contain important information about convec-228

tive processes, which are critical for forecasting in East Africa. Based on the transfor-229

mations applied in L. Harris et al. (2022), we normalise the input variables; precipita-230

tion variables are log-normalised viax ! log10(1 + x), whilst others were either di-231

vided by the maximum value, or normalised to fall within the maximum and minimum232

values (see Appendix A).233

Model checkpoints were saved every 3200 steps, and the best model in the last 1/3rd234

of checkpoints was selected based on judgement of the combined performance on CRPS,235

RAPSD and mean squared error, plus visual evaluation of the samples produced. Our236

batch size was limited to 2 due to the need to generate an ensemble to calculate part of237

the loss function (discussed in the next paragraph). All models were trained on a sin-238

gle Nvidia A100 GPU.239

One notable addition by L. Harris et al. (2022) is the inclusion of a ‘content loss’240

term, inspired by Ravuri et al. (2021), which penalises GAN predictions that do not have241

an ensemble mean close to the observed value. Speci�cally, at each training step the gen-242

erator produces an ensemble of predictions (set to 8 in this work), and the generator loss243

function includes a mean-squared error term between the observed image and the en-244

semble mean of the generated samples.245

During validation of the models, we observed that using log normalisation of the246

output precipitation predictions, as done by L. Harris et al. (2022), produced a distri-247

bution of rainfall that tended to greatly overestimate the observations at the extreme248

rainfall values. Removing the log normalisation of the output rainfall values remedied249

this, and also removed the need to clip the predicted rainfall values to a given maximum,250

as done in L. Harris et al. (2022). This also required modifying the content loss param-251

eter λ, with λ = 100 appearing to produce the best results according to a joint assess-252

ment of quantile-quantile plots, CRPS and RALSD (see Sec. 2.6).253

{9{
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In L. Harris et al. (2022), samples are grouped into prede�ned bins based on the254

fraction of grid points exceeding a set threshold, and then at training time samples are255

drawn more frequently from the high rainfall bins, in order to oversample higher rain-256

fall values and improve performance in these cases. However for our data, the thresh-257

old used by L. Harris et al. (2022) for postprocessing UK rainfall was not appropriate,258

and our attempts at using a similar approach did not give any improvements on the val-259

idation set. Therefore we did not apply this oversampling.260

To increase the variation in the samples seen during training, we randomly cropped261

the 270� 265 images to smaller images of 200� 200, as this has been demonstrated to262

improve the generalisability of deep learning models (Goodfellow et al., 2016), and pro-263

duces output similar in size to that in L. Harris et al. (2022).264

Similarly to the results in L. Harris et al. (2022), we observed that the model skill265

can vary considerably between training steps (as measured by CRPS, RAPSD and vi-266

sual inspection), so it was necessary to have a validation dataset set aside in order to choose267

the �nal model, and this data was not used in the �nal training.268

2.3.1 Training and evaluation strategy269

For training and evaluating the model, the dataset was split up as follows:270

� Training set: March 2016 { February 2018 and July 2018 { Sept 2020 (excluding271

validation months)272

� Validation set: Jun 2018, Oct 2018, Jan 2019, March 2019273

� Test sets: October 2020 - September 2021, March - May 2018274

We used the �nal year as a primary test dataset, and the 2018 long rains (March-May)275

as an extreme test set, since this was a season of particularly heavy rainfall (Kilavi et276

al., 2018) for which the March{May rainfall was signi�cantly higher than in any other277

season in the full IMERG dataset.278

The purpose of the validation dataset is to guide choice of the model structure and279

hyperparameters. The development process was to train di�erent versions of the model280

on the training dataset, then evaluate these on the validation dataset to select the best281

version. This avoids over�tting on the test data by selecting a model that performs well282

by chance. The standard choice of validation set would be the period October 2019{September283
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2020, which spans a full year and would sit between the training and test periods. How-284

ever, the rains of October-December 2019 were exceptionally high (Wainwright et al.,285

2021), as were the long rains of March{May 2020 (Palmer et al., 2023). So to avoid val-286

idation over an atypical year, which may have given an inaccurate assessment of the model’s287

general performance, we chose to validate over the period of June 2018{May 2019. Rather288

than use a full year for validation, we also chose to maximise the amount of training data289

by including a month from each of the di�erent seasons in the validation period. This290

sampling variability observed for this size of validation data also indicated there was no291

additional bene�t from using a whole year.292

All evaluation results reported in Secs. 3.1 and 3.2 are evaluated on 4000 unique293

hours randomly sampled from the unseen test period October 2020 - September 2021,294

with 20 ensemble members used in the example plots. The ensemble calibration results295

in Sec. 3.3 are assessed over 500 unique hours sampled uniformly from the same period296

with an ensemble size of 100.297

For the extreme rainfall evaluation in Sec. 3.4, we analyse all of the hours from March-298

May 2018. Since much of the anomalous rainfall in this season was concentrated over299

Kenya, we restrict our analysis to this region (4.6◦S� 5.1◦N, 33.2◦� 43.1◦E, see Fig. 1).300

2.4 Quantile mapping301

Since it is known that IFS forecasts with postprocessing outperform those with-302

out in this region (Vogel et al., 2020), and IFS forecasts are not speci�cally tuned to re-303

produce the properties of IMERG observations, we applied quantile mapping to the IFS304

forecasts (see e.g. Maraun and Widmann (2017)) to provide a stronger baseline.305

Additionally, since GAN predictions are not guaranteed to precisely capture the306

rainfall distribution, and we observed that our GAN predictions tended to under-predict307

high rainfall values, we produced a variant of our model with quantile mapping applied308

to the output. In doing so we aimed to combine the strengths of both postprocessing meth-309

ods to achieve an overall more accurate and realistic forecast. The GAN could be ex-310

pected to perform well at producing predictions with realistic spatial structure, but not311

necessarily with realistic point frequency distributions. Quantile mapping can greatly312

improve the latter.313
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We used empirical quantile mapping rather than a distribution-based quantile map-314

ping approach, since it has been demonstrated to work well (Gudmundsson et al., 2012),315

and does not require a parametric distribution. Our method is based on the well-used316

methods outlined in Bo�e et al. (2007), D�equ�e (2007), and Maraun and Widmann (2017),317

in which empirical cumulative density functions are calculated over the training period318

and used to create a mapping between the forecast quantiles and the observed quantiles.319

In general this means creating an estimate of the cumulative density functionsFf and320

Fo of the forecast and observations respectively, and mapping the forecast valuesxf to321

an adjusted value ~xf according to:322

~xf = F−1
o (Ff (xf )) (1)323

324

In Bo�e et al. (2007), percentiles at 1% spacing are �rst calculated on the training325

set to �nd an approximation to the quantile distributions. Forecast values are then mapped326

into quantile values relative to the training data, and then converted into adjusted fore-327

cast values using the observed quantile values (using linear interpolation when the quan-328

tile falls between the known quantile values).329

Since the East African precipitation is low, there can be multiple quantiles that are330

0; therefore for a forecast of 0mm/hr there is no way to tell which quantile it belongs to.331

We follow the method in Bo�e et al. (2007) and pick one of the 0-valued forecast quan-332

tiles at random, then assign the value of the matching observational quantiles. In prac-333

tise, this can lead to low level noise on the corrected forecast, but replicates the high level334

statistics.335

In order to better match the tail of the frequency distribution in our work, the step336

size between the quantiles was decreased towards the higher quantiles; so a step size of337

0.01 was used up to 0.99, a step size of 0.001 used from 0.99 to 0.999, and so on up to338

the 99.9999th percentile, above which we observed signi�cant sampling variability. Note339

that these percentiles are calculated at the grid box level, so that the number of sam-340

ples available to calculate these quantiles is 4000� 270� 265 grid boxes for the valida-341

tion and test datasets.342

For data greater than the maximum value observed in training, we follow the ad-343

ditive uplift method (Bo�e et al., 2007; D�equ�e, 2007) and add the uplift of the highest quan-344
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t
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(a) (b)

Figure 2: a) Illustration of the general method for how grid cells are grouped together

in order to estimate quantiles. In this example, the spatial domain is split into squares of

4 � 4 grid cells, giving 9 separate large square regions, and in each region the quantiles are

calculated. b) To calculate a particular quantile for a grid point, �lled in black, we per-

form a weighted sum of the value of this quantile calculated in the square regions nearest

to that point. The weighting for each large region is proportional to the number of small

squares inside the red dashed square. In this example, the red dashed square covers 25

grid cells and the weightings would be12
25 , 3

25 , 8
25 , 2

25 .

tile for the IMERG and IFS data. For example, if omax , fmax are the highest values seen345

in the training set for the observations and forecast respectively, then for any forecast346

value in the test data greater than fmax we add the uplift (omax � fmax ) to it.347

From experiments we found that the typical approach of quantile mapping the GAN348

at each grid point individually was not a robust approach for the highest values. There-349

fore we aggregated the data into square regions to calculate quantiles (Fig. 2(a)). The350

intuition is that nearby points will have similar distributions and so we can gain accu-351

racy by grouping nearby points together.352

To avoid any artefacts due to the edges of these domains, the quantiles for a given353

grid cell were calculated as a weighted average of the nearest square regions; speci�cally,354

the quantiles used to update the values at grid cell (m,n) are calculated as a weighted355

sum, where the weighting is calculated by drawing a square around (m,n) and count-356

ing the number of grid points that fall into each quantile grouping (Fig. 2(b)). This is357

partly motivated by the ease of implementation, as this can be easily done by broadcast-358

ing the grouped quantiles to the same dimensions as the original grid, and using square359

convolutions with reective padding to calculate the weighted versions of each quantiles.360
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The length scale of the weighting window was chosen to be the same as the length scale361

of the quantile groupings, as this was empirically observed to produce reasonably smoothed362

values.363

To decide on the optimal grouping in the spatial domain, the quantile mapping ap-364

proach described above was trained on the same training data as the cGAN, and then365

used to perform quantile mapping on forecasts in the validation set. The best param-366

eters were chosen by calculating the quantiles over the whole domain after quantile map-367

ping, and comparing these to the quantiles of the IMERG data over the whole domain368

using mean-square error (MSE) up to the 99.9999th percentile. Using this method, the369

cGAN performed best when split into 4 square regions (each region having width 66 grid370

boxes), whilst the IFS forecast performed best when split into 9 regions (each region hav-371

ing width 30 grid boxes).372

We denote these quantile mapped models as cGAN-qm and IFS-qm.373

2.5 Assessing Sample Variability374

For many diagnostics, particularly those concerned with high rainfall events, the375

results can be swayed by the presence or absence of a small number of high rainfall events376

particular to the test year. To estimate the uncertainty due to these e�ects, we use boot-377

strapping along the time dimension (Efron & Tibshirani, 1986). To perform bootstrap-378

ping for a property of interest θ calculated over a set ofN hourly samples, we sample379

with replacement N times from the samples, and repeat this processM times, result-380

ing in M sets of samples of sizeN . Then the mean and standard error ofθ can then be381

estimated from the mean and standard deviation ofθ calculated on the bootstrap sam-382

ples. Since the hours are sampled uniformly at random, this method does not take into383

account the correlation between adjacent hours, and so it is likely that the standard er-384

ror calculated from this method is an underestimate.385

2.6 Forecast veri�cation measures386

2.6.1 Radially Averaged Power Spectral Density (RAPSD)387

In order to assess the spatial realism of the generated forecasts, we use the Radi-388

ally Averaged Power Spectral Density (RAPSD) (Sinclair & Pegram, 2005; D. Harris et389
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al., 2001). This is calculated by taking the 2D Fourier transform of the precipitation im-390

age, and averaging the power spectrum over the total wavenumber magnitude, yielding391

a one-dimensional series showing the distribution of weights given to di�erent frequen-392

cies. For assessing multiple forecast images we take the mean RAPSD over the images,393

and for situations where we need to summarise the overall similarity of two RAPSD curves394

we use the Radially Averaged Log Spectral Distance (RALSD) de�ned in L. Harris et395

al. (2022).396

2.6.2 Equitable Threat Score (ETS)397

The Equitable Threat Score (ETS) measures the balance between the hit rate and398

false alarm rate, whilst accounting for the probability of random events (Schaefer, 1990;399

Wilks, 2019a). This score is used in operational forecast veri�cation (Mittermaier et al.,400

2013) and in Manzato and Jolli�e (2017) was shown to be one of the most robust met-401

rics with respect to random (unskillful) changes in the forecast. It is de�ned as:402

ETS :=
TP � TP r

TP + FP + FN � TP r
(2)403

404

where TP, FP, FN, are the number of true positives, false positives and false neg-405

atives. TPr accounts for the number of true positives we would expect to achieve by guess-406

ing at random, and is often estimated from the data using the formula:407

TP r =
(TP + FP)(TP + FN)

N
(3)408

409

2.6.3 Fractions Skill Score (FSS)410

Many forecast veri�cation scores, such as mean square error or the ETS, do not411

always align with human forecasters’ subjective evaluations. There have been many dif-412

ferent approaches employed to try and remedy this problem (see e.g. Gilleland et al. (2009)).413

One approach, usually called the neighbourhood approach, is to smooth the forecasts and414

observations by averaging the forecast around each grid cell with a particular length scale415

before applying a forecast metric (Ebert, 2008). A commonly used metric in this class416

is the Fractions Skill Score (FSS) (N. Roberts, 2008; N. M. Roberts & Lean, 2008).417

To calculate the FSS, we �rst choose a threshold rainfall valuer, and for each grid418

cell of the forecast and observations we calculate the fractionsFtij and Otij of neighbour-419
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ing cells for which the rainfall exceeds the threshold, wheret, i and j index the time, lat-420

itude and longitude axes respectively. The FSS is then de�ned as:421

FSS(n, r) :=
∑T

t =1
∑N x

i =1
∑N y

j =1 2Ftij Otij∑T
t =1

∑N x

i =1
∑N y

j =1 F 2
tij + O2

tij

(4)422

423

We use the pySTEPS implementation of the FSS (Pulkkinen et al., 2019), which424

performs the averaging using square convolutions with zero-padding.425

In the limit of large neighbourhood size, the FSS approaches the asymptotic limit426

FSS∞ where (N. M. Roberts & Lean, 2008):427

FSS∞ =
2fofm

f2
o + f2

m
(5)428

429

where fo, fm are the observed and modelled frequency of exceeding the threshold, re-430

spectively. Thus the value that the FSS reaches at large neighbourhood sizes indicates431

the level of bias in the average number of grid boxes exceeding the threshold, with FSS∞ =432

1 for no bias.433

2.6.4 Spread error434

In order to assess how well calibrated the probabilities of the generated forecast435

are, we use a spread-error plot, commonly used to assess ensemble calibration (Leutbecher436

& Palmer, 2008). For an ensemble of forecastsf fi;t gM
i =1 with ensemble meanµt , and an437

observation yt , the spreadst and error et are de�ned as:438

s2
t =

1
M

M∑
i =1

(fi;t � µt )
2 (6)439

e2
t = ( yt � µt )2 (7)440

441

Note that for a �nite number of ensemble membersM , we also include a correction to442

the spread:443

~st =
M + 1
M � 1

st (8)444
445
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To produce a spread-error plot, we �rst calculate the spread values for each grid446

cell and each time value. Then we split the paired observations and forecasts into bins447

(of size 100 in our case) according to this spread value, and for each bin we calculate the448

root mean squared spread and error values. For a perfect forecast ensemble with in�-449

nite members, the spread of the ensemble will equal the average error between the en-450

semble mean and observations, so that an ideal spread-error plot is a straight line with451

gradient 1.452

2.6.5 Rank histogram453

Another method to assess the statistical calibration of an ensemble forecast is the454

use of a rank histogram (also known as a Talagrand diagram) (Wilks, 2019a). To con-455

struct a rank histogram, for each sample we rank the observed value relative to the en-456

semble members, and then average this over all the samples. This gives a frequency of457

how many times the observations were seen to be in each rank, which can be plotted as458

a histogram. A perfectly calibrated ensemble produces a at histogram. For an imper-459

fect ensemble, the spread of the ensemble members may be too wide, such that the ob-460

servations will rank in the middle most of the time, producing a peak in the histogram.461

For the reverse scenario, the spread is too narrow leading to a U-shaped histogram in-462

dicating the ensemble members are too narrowly spread. A histogram sloping to the left463

or right is also indicative of conditional under-forecasting or over-forecasting respectively464

(Hamill, 2001; Wilks, 2019a). In this work we use the pySTEPS implementation of the465

rank histogram (Pulkkinen et al., 2019).466

2.6.6 Continuous Ranked Probability Score (CRPS)467

The Continuous Ranked Probability Score, or CRPS, is a particularly important468

score in assessing probabilistic forecasts, as it is astrictly proper score (Wilks, 2019b),469

which means that the score is only maximised when the forecast distribution equals the470

target distribution. For a cumulative forecast distribution F (y), the CRPS for an ob-471

served occurrence ofx (e.g. observed rainfall value) is de�ned as:472

CRPS(F, x) =
∫ ∞

−∞
[F (y) � 1y≥x ]2 dy (9)473

474

{17{



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

0 10 20 30 40 50 60
Observations (mm/hr)

0

10

20

30

40

50

60

70

M
od

el
 (m

m
/h

r)

99.9th 99.99th 99.999th

(a)

cGAN
cGAN-qm
IFS
IFS-qm

0 25 50 75 100 125 150
Rainfall (mm/hr)

101

103

105

107

Fr
eq

ue
nc

y 
of

 o
cc

ur
en

ce

99.99th

(b)
IMERG
IFS
IFS-qm
cGAN
cGAN-qm

Figure 3: (a) Quantile-quantile plot, up to the 99 .9999th percentile. Red circles (dia-

monds) indicate quantiles for the IFS (IFS-qm) model. Blue circles (diamonds) indicate

quantiles for the cGAN (cGAN-qm) model. The black dashed line is the line along which

a perfectly calibrated forecast would sit. The error bars indicate an estimate of 2 stan-

dard errors from 1000 bootstrap samples (only shown for the 99.999th and 99.9999th per-

centiles). (b) A histogram showing the distribution of rainfall values; the vertical dashed

blue line indicates the 99.99th percentile of observed rainfall

where 1y≥x is the Heaviside step function. The CRPS is a univariate measure, so does475

not properly account for spatial correlations. Whilst there is a multivariate generalisa-476

tion of the CRPS, the energy score (Gneiting & Raftery, 2007), the CRPS is more com-477

monly used and has been used in previous related works, so we use it in this work as one478

of many validation metrics, in order to choose the best model.479

3 Evaluation480

In this section we presents results of evaluating the model on unseen data. Eval-481

uations are performed on the primary test dataset except for Sec. 3.4 which is evaluated482

on the extreme Long Rains of March{May 2018.483
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Figure 4: The approximate return periods for di�erent rainfall thresholds to be exceeded

at any grid point in the spatial domain in the training set. The dashed lines indicate the

values of particular high percentiles.

3.1 Climatological properties of the forecasts484

We �rst assess how well the forecasts capture the distribution of rainfall, shown by485

a quantile-quantile plot and a histogram of rainfall distribution for 4000 samples, shown486

in Fig. 3 (a) and (b) respectively. The unpostprocessed model outputs are shown together487

with quantile-mapped outputs. From these we can see that, without postprocessing, the488

distribution of cGAN output is an improvement upon that of the IFS output up to ex-489

tremely high levels of rainfall (around 50mm/hr) beyond which point the IFS is closer490

to the distribution.491

After both forecasts have been quantile mapped, they are much closer to the ideal492

line, with deviations at high quantiles. The scale of sampling variability due to variabil-493

ity of samples within the test year was quanti�ed by performing 1000 iterations of boot-494

strapping (see Sec. 2.5) to estimate the standard error of the quantiles. These are shown495

in Fig. 3 (a), where each error bar shows 2 standard errors. The quantile-mapped fore-496

casts’ extreme values are slightly larger than in the observations, which we attribute to497

sampling variability between the training and test periods.498

In order to also get a sense of how extreme these quantile values are, we plot the499

approximate return period in days for a range of thresholds in Fig. 4, calculated over all500

hours in the test period. These are calculated as the average time gap between instances501
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Figure 5: Example precipitation forecasts following postprocessing by the cGAN-qm

model, for a selection of hours throughout the primary test dataset (�rst column). The

examples are from randomly chosen dates, but �ltered to ensure that a diverse range of

months in the year are represented, and so that the examples show di�erent behaviours

for periods with high and low rainfall. The columns from left to right show: a single

member of the cGAN-qm ensemble, the average of 20 cGAN-qm ensemble members,

the IMERG observations, the IFS-qm forecast. Each row corresponds to one time value,

shown in the title of the IMERG sample.
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Figure 18: Fractions Skill Score in the extreme March{May 2018 season, over the Kenya

subregion, for di�erent quantile thresholds, with quantiles calculated for this season and

subregion (a) 90th percentile (b) 99th percentile (c) 99.9th percentile (d) 99.99th percentile

(e) 99.999th percentile. Shading indicates� 2 standard errors estimated from bootstrap-

ping with 50 samples.
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els to capture. The cGAN-qm model demonstrated a substantial correction to the tim-674

ing of peak mean rainfall over the whole domain, which persisted when looking at the675

diurnal cycle of high quantiles. However, there is substantial spatial noise in the cGAN-676

qm peak rainfall hour (Fig. 9). Using time as an input variable may be one way to im-677

prove the learnt relationships. The frequency distributions of rainfall for cGAN-qm and678

IFS-qm (Fig. 3) were both comparable, with small biases which we attribute to sampling679

variability.680

The cGAN-qm improved forecast skill scores in some respects. The cGAN-qm shows681

generally higher Fractions Skill Scores (Fig. 12) up to a high percentile (99.9th ), partic-682

ularly at larger neighbourhood sizes (above� 500km). For higher percentiles the IFS-683

qm forecast demonstrated a higher score. The IFS-qm model also achieved higher ETS684

at the grid scale at all thresholds, although the scores were nevertheless quite low (Fig. 13).685

Both models were also evaluated on the 2018 Long Rains, which were signi�cantly686

wetter than any Long Rains season seen in training and across the whole IMERG dataset.687

It may be expected that machine learning-based methods would show degraded perfor-688

mance on situations outside their training data, and this is highly important to evalu-689

ate for forecasting applications (Watson, 2022). In fact, we found that unmodi�ed cGAN690

forecasts actually had a more realistic frequency distribution of rainfall than that of the691

IFS (Fig. 16), and cGAN-qm forecasts had higher skill than IFS-qm when evaluated us-692

ing scatter plots and the FSS (Figs. 17 and 18). However, more evaluation work would693

be required to have high con�dence that the method will generally perform well in ex-694

treme situations.695

An important advantage that generative machine learning models provide over other696

non-generative models is the ability to create an ensemble of predictions from a single697

forecast. It is therefore an interesting question as to whether this machine learning model698

can provide well-calibrated probability distributions. Our assessment indicates that the699

spread of the model correlates well with the observed error, although it also demonstrates700

a mixture of under- and over-dispersive behaviour (Sec. 3.3). Note that the stochastic701

component of the cGAN predictions is not temporally coherent, so that combining pre-702

dictions from di�erent times would produce a time series with hour-to-hour variability703

that is likely too large. This could be addressed in future work by postprocessing using704

models like those applied in conditional video generation (e.g. Xing et al. (2023)).705
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Many studies on the performance of machine learning models compare the output706

of a model to an unpostprocessed IFS forecast, or similar (e.g. Bi et al. (2022); Lam et707

al. (2023)). Whilst the cGAN without quantile mapping improves on the unpostprocessed708

IFS forecast rainfall distribution (Fig. 2), diurnal cycle, and skill scores (Fig. 12), by eval-709

uating our model against a strong baseline of quantile mapping our comparison reveals710

what machine learning can do that is not achieved by conventional postprocessing meth-711

ods like quantile mapping, which is a sterner test than comparing to unprocessed fore-712

cast.713

A strength of using machine learning to postprocess existing forecasts is that we714

incorporate the skill and physical understanding of physics-derived models (Watson, 2019).715

However, we implicitly assume that the IFS forecast captures all the useful information716

about phenomena such as the Indian Ocean Dipole and Madden-Julian oscillations, and717

our model may be improved by including indexes of these drivers and/or sea surface tem-718

peratures as additional inputs. It would be interesting as well to include the initial state719

of the forecast, if available, to see whether the machine learning model is able to correct720

for errors in how the IFS evolves this initial state.721

There are also other state-of-the-art machine learning models that would be inter-722

esting to compare with, to see if performance improvements can be made. Particularly723

promising approaches would be di�usion models, which have recently started to be ap-724

plied in weather and climate prediction (Addison et al., 2022; Leinonen et al., 2023, e.g.),725

since they appear to perform well and are easier to train, and models trained directly726

on a suitable loss function such as the energy score (Pacchiardi et al., 2022).727

Data Availability Statement728

The code for the GAN and quantile mapping used in this paper is available athttps://729

github.com/bobbyantonio/downscaling-cgan; this code was forked from the code in730

L. Harris et al. (2022). All experiments in this paper were performed within TensorFlow731

2.7.0, and some of the analysis in this work utilised the PySteps package (Pulkkinen et732

al., 2019). The ECMWF IFS forecasts can be obtained through MARS, for which aca-733

demic accounts are freely available subject to conditions; seehttps://www.ecmwf.int/734

en/forecasts/accessing-forecasts/licences-available. The IMERG satellite pre-735
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cipitation data (Hu�man et al., 2022) is freely available after registration, see https://736

gpm.nasa.gov/data/directory.737
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Appendix A Forecast variables used1121

The IFS variables and constant �elds used to train the model are shown in Table A1,1122

de�nitions taken from (ECMWF, 2023).1123

The preprocessing methods mentioned in the table are as follows, using the year1124

2017 as the reference period:1125

� Minmax: calculate the minimum dmin and maximum dmax over the reference pe-1126

riod, and then transform each valuev according to (v � dmin )/(dmax � dmin ).1127
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� Max: calculate the and maximum dmax over the reference period, and then trans-1128

form each valuev according to v/dmax .1129

� Log: Transform each valuev according to log10(1 + v).1130

Variable name Symbol Pre-processing applied

2 metre temperature 2t Minmax

Convective available potential energy cape Log

Convective inhibition cin Max

Convective precipitation cp Log

Surface pressure sp Minmax

Total column cloud liquid water tclw Max

Total column vertically-integrated water vapour tcwv Log

Top of atmosphere incident solar radiation tisr Max

Total precipitation tp Log

Relative humidity at 200hPa r200 Max

Relative humidity at 700hPa r700 Max

Relative humidity at 950hPa r950 Max

Temperature at 200hPa t200 Minmax

Temperature at 700hPa t700 Minmax

Eastward component of wind at 200hPa u200 Max

Eastward component of wind at 700hPa u700 Max

Northward component of wind at 200hPa v200 Max

Northward component of wind at 700hPa v700 Max

Vertical velocity at 200hPa w200 Max

Vertical velocity at 500hPa w500 Max

Vertical velocity at 700hPa w700 Max

Orography h Max

Land-sea mask lsm N/A

Table A1: IFS variables used to train the model, as well as the normalisation applied to

each variable. See text for description of the di�erent preprocessing types.
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