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ABSTRACT

The Antarctic marginal ice zone is the regularly wave-affected outer band of the sea ice covered
Southern Ocean. The ice cover in the marginal ice zone is typically unconsolidated and contains
smaller, thinner ice floes than the inner ice pack, which makes it a highly dynamic region and
susceptible to rapid expansion or contraction. Here, an unsupervised statistical method is used
to cluster sea ice data from 2010–2019 simulated by a global sea ice model (CICE6 combined
with a waves propagation module), such that it defines a sea ice region with marginal ice zone
characteristics. Floe size is shown to be the key variable in classifying the marginal ice zone in the
statistical method. The method is shown to give marginal ice zone widths similar to those derived
from satellite observations of wave penetration distances, but contrasts with those using the 15–80%
areal sea ice concentration definition, particularly during austral winter. Using the proposed definition,
the marginal ice zone is found to undergo a seasonal transition due to new ice formation in winter,
increased drift in spring, and increased rates of wave-induced breakup and melting in summer. The
study motivates incorporation of wave and floe-scale processes in sea ice models, and the methods
are available for application to outputs from high-resolution and coupled sea ice–ocean–wave models
for more detailed studies of the marginal ice zone (in both hemispheres).

Plain language summary

The record setting responses of Antarctic sea ice extent to climate change over recent decades has generated intense
research interest in the marginal ice zone at the outskirts of the ice cover. The presence of ocean waves in this region
creates a granular ice cover composed of small floes that affects heat fluxes between the atmosphere and ocean, whilst
shielding the inner pack ice, fast ice, and ice shelves from waves. Marginal ice zone studies are restricted by the absence
of a pragmatic definition that is compatible with its description as the wave-affected sea ice region. Most studies
use concentration-based definitions, despite these overlooking large wave-affected areas. We propose a statistical
definition informed by sea ice properties, including floe sizes, and apply the definition to model outputs, leveraging on
advances in global sea ice models. The resulting marginal ice zone is composed of young-small floes during winter and
older-fractured floes during summer. The predicted marginal ice zone widths are consistent with observations of wave
penetration distances and contrast with the concentration-based definition during winter. The proposed approach to
defining the marginal ice zone may provide the basis for future studies of its contribution to Antarctic sea ice variability.

1 Introduction

The Antarctic marginal ice zone (MIZ) is the region at the outer margins of the sea ice covered Southern Ocean, where
the ice cover is regularly affected by ocean-surface waves (as well as other open-ocean processes) (Wadhams, 1986;
Bennetts et al., 2022b). Intense atmospheric systems and circumpolar-scale fetches of the Southern Ocean generate
large swell waves (Bennetts et al., 2023), which create a considerably larger MIZ than in the Arctic Ocean (Weeks,
2010) (although MIZ conditions are becoming increasingly common in the Arctic, see Stopa et al., 2016; Thomson,
2022). Wave energy attenuates with distance travelled through the MIZ (Meylan et al., 2014; Montiel et al., 2016),
so that the MIZ protects the inner ice pack (Squire, 2007), fast ice (Fraser et al., 2023), and ice shelves (Massom et
al., 2018; Teder et al., 2022) from waves. Waves regulate the properties of the ice cover in the MIZ, such that the ice
floes are relatively small (in size) and are typically unconsolidated (Toyota et al., 2011, 2016; Alberello et al., 2019).
The nature of the MIZ ice cover promotes heat exchanges and drag between both the atmosphere and ocean (McPhee
et al., 1987; Vihma et al., 2014), enhancing sea ice drift (Alberello et al., 2020) and melting (Horvat et al., 2016).
Indeed, trends in wave heights and sea ice extents are linked in the Southern Ocean (Kohout et al., 2014), suggesting
the rapid expansion and contraction of the MIZ in response to dynamic and thermodynamic forcing (Massom et al.,
2008; Vichi et al., 2019) plays a role in the long-term variability of Antarctic sea ice (J. Turner & Comiso, 2017). Thus,
the properties of the MIZ have potentially important implications for the changing state of Antarctic sea ice (Eayrs et
al., 2021; Bennetts et al., 2022a), and it has experienced over a decade of increasing research activity motivated by the
response of both Arctic and Antarctic sea ice to climate change (Bennetts et al., 2022b).

Studies of the MIZ (in both hemispheres) are prohibited by the practical challenge of defining the MIZ as the (regularly)
wave-affected region (Squire, 2022). An areal sea ice concentration (SIC) threshold of 15–80% has been the standard
MIZ definition (10–80% has also been used by NSIDC, 2023), where the lower and upper limit correspond with
definitions of sea ice extent (SIE) and “close ice" respectively (Comiso, 2006; WMO, 2014), although these thresholds
have no apparent relation to MIZ dynamics (such as those from waves Dumont, 2022). In particular, during austral
winter when the Antarctic sea ice extent is greatest, the outer margins of the ice cover contains large areas near 100%
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SIC, in the form of pancake ice and interstitial frazil (Wadhams et al., 1987; Alberello et al., 2019), whilst hosting large
waves (Alberello et al., 2022). Creating a pragmatic definition of the Antarctic MIZ, in keeping with its underpinning
characteristic as the wave-affected region, is the first priority for the research field (Squire, 2022).

The SIC-threshold definition has been applied to satellite data in both hemispheres (Strong, 2012; Strong & Rigor,
2013; Stroeve et al., 2016; Strong et al., 2017) and compared to model data in the Arctic (Rolph et al., 2020). The
SIC-defined Antarctic MIZ increases linearly in area from austral summer to spring, before peaking in December and
returning to a minimum in February (Stroeve et al., 2016; Vichi, 2022). In response to observations of Antarctic sea ice
drift in regions where the SIC surpasses 80% (Alberello et al., 2020; Womack et al., 2022), Vichi (2022) proposed a
method based on the standard deviation of daily SIC anomalies from a monthly-climatological mean (using satellite
data) to capture these areas and identify the likelihood of encountering MIZ conditions. Vichi (2022) showed that the
SIC-anomaly definition produced a greater rate of growth in Antarctic MIZ area between summer–early-winter then
remained relatively constant until November where it peaked to reach a maximum in December. Soleymani and Scott
(2023) applied the method to Arctic sea ice.

Techniques have recently been developed to capture snapshots of wave heights within the sea ice cover from ICESat-2
altimetry data in the Antarctic (Horvat et al., 2020; Brouwer et al., 2022), leading to wave-based MIZ definitions (Horvat
et al., 2020, also produced results for the Arctic). ICESat-2 orbits the Earth 15 times per day and provides an along-track
altimeter dataset (ATL07 product) with global coverage from late-2018 to present. Brouwer et al. (2022) applied
additional selection criteria to negate uncertainties in wave heights arising from cloud cover, which enabled wave
amplitudes smaller than ice freeboard variability to be detected, and resulted in a wider Antarctic MIZ than was found
by Horvat et al. (2020). However, both methods produced a maximum MIZ area (and width) during austral winter and
a minimum in summer. The seasonality of the wave-defined MIZ area (or width) and significant wave heights in the
Southern Ocean (Young et al., 2020) broadly agree (Brouwer et al., 2022), contrasting with results using SIC-based
definitions.

A floe size criterion has been proposed to define the MIZ (Squire, 2022; Dumont, 2022), since the sizes of floes in
MIZ are typically orders of magnitude smaller than floes in the interior pack. Application of such a definition to
observations is restricted by the scarcity of floe size data, e.g., Dumont (2022) used floe size to determine the MIZ
width over the southern Fram Strait (Arctic). Floe size distributions (FSD) have recently been implemented into
global- and hemispheric-scale sea ice models (e.g., CICE, LIM, neXtSIM). The strong relationship between waves
and the FSD (Dumont et al., 2011; Williams et al., 2013a, 2013b; Montiel & Squire, 2017; Mokus & Montiel, 2022)
motivated the inclusion of wave impacts within sea ice models (Horvat & Tziperman, 2015; Zhang et al., 2015), and the
integration into global sea ice models (Bennetts et al., 2017; Roach, Horvat, et al., 2018; Roach et al., 2019; Bateson
et al., 2020; Boutin et al., 2020). Standalone global sea ice models were used to limit computational cost and more
easily identify impacts of the FSD on sea ice area and volume. These studies either prescribed the shape of the FSD or
used a prognostic FSD (i.e., the shape arises from model physics). Bennetts et al. (2017) and Bateson et al. (2020) both
used the waves-in-ice module (Williams et al., 2013a, 2013b) to model floe breakup, and prescribed power laws to
the FSD, with simple schemes to represent the welding between floes. Roach, Horvat, et al. (2018) implemented the
prognostic joint floe size and ice thickness distribution (FSTD) from Horvat and Tziperman (2015) with the rate of
welding determined by the geometric probability that two floes overlap. Roach et al. (2019) furthered this model by
letting waves determine the size of new floes (Shen et al., 2001) and coupled CICE to a wave model (WAVEWATCH III).
Bateson et al. (2022) tested the effects of these two FSD methods in the Arctic, and found the power law produced better
agreement with FSD observations. However, the model with a power-law FSD could not replicate the heterogeneity of
floe sizes within the ice cover or rate at which small floes would melt as seen when using the prognostic FSD. Boutin
et al. (2018) implemented a power law FSD within WAVEWATCH III, before coupling the wave model to LIM3 and
including additional physics that increased ice drift in the Arctic MIZ (Boutin et al., 2020, 2021). Boutin, Williams,
Horvat, and Brodeau (2022) found agreement between MIZ areas when using a floe-size threshold and a wave-height
threshold on Arctic model output, and were comparable to the observations of Horvat et al. (2020). The FSTD has
been included within CICE6 (the Community Ice CodE version 6 Hunke et al., 2017), i.e., the sea ice component of
CESM2 (Community Earth System Model version 2). CICE6 allows the simulation of a comprehensive sea ice dataset
to investigate which sea ice variables are most indicative of MIZ dynamics.

In this article, we propose a statistical definition of the Antarctic MIZ based on a set of (static) sea ice properties,
including floe size. The definition is applied to a decade of daily outputs from the CICE6 model combined with a
wave-propagation module, leveraging on the FSTD’s capability (which was introduced into the latest version of the
CICE model). The definition utilises an unsupervised machine learning algorithm (k-means clustering) to classify the
data into distinct sea ice regions. Unsupervised methods have been used to separate different sea ice types (e.g., Massom
et al., 1999, used satellite data), and the k-means algorithm has been shown to be appropriate for climate science
applications (Wilks, 2011) including sea ice data retrieved from satellites (Farooq et al., 2023) and models (LIM3
Moreno-Chamarro et al., 2020). We specify the number of clusters to k-means based on a wave heuristic, such that
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the outer cluster is the regularly wave-affected sea ice region, i.e., the description of the MIZ, without explicitly
including waves properties in the clustered dataset. MIZ widths produced by the k-means MIZ definition are compared
with those from the standard SIC-threshold definition, and assessed against satellite observations of wave penetration
distances (Brouwer et al., 2022). Further, the seasonal physical processes that drive the summer and winter MIZ are
investigated.

sectionMethods

1.1 Numerical Model

1.1.1 CICE6 Sea Ice Model

We use sea ice data outputs from the CICE6 sea ice model (v6.2.0) on a tripolar grid with a horizontal resolution of
1◦ (latitude–longitude). CICE6 is a global continuum sea ice model that simulates the evolution of sea ice thickness,
h, and floe size (radius), r, as a joint floe size and thickness distribution (FSTD), f(x, t; r, h), for spatial locations on
the ocean surface, x, at times, t. The FSTD is defined such that the areal sea ice concentration within a predefined
floe size and thickness category is given by f(r, h) dr dh (Roach, Horvat, et al., 2018), where dr and dh are the
widths of the respective categories. The floe size distribution (FSD) is returned by integrating over thickness, the ice
thickness distribution (ITD) is returned by integrating over floe size, and the areal sea ice concentration, ai, is achieved
by integrating over both thickness and floe size.

The equation for evolution of the FSTD is (Horvat & Tziperman, 2015)

∂f(r, h)

∂t
= −∇ · (f(r, h)u) + LT + LM + LW . (1)

The terms on the right-hand side of Eq. (1) denote advection, thermodynamics, mechanical deformation processes
and wave-induced breakup of sea ice, respectively. Horizontal ice velocity, u, is determined by the output of an
elastic-viscous-plastic (EVP) rheological model (Hunke & Dukowicz, 1997). The representative floe size, ra, is defined
by (Roach, Horvat, et al., 2018)

ra =
1

ai

∫
R

∫
H
rf(r, h) dhdr, (2)

and, similarly, the mean ice thickness, hi, is defined by (Thorndike et al., 1975)

hi =
1

ai

∫
R

∫
H
hf(r, h) dhdr, (3)

Thermodynamics that affect the FSD include lateral growth and melt, as well as new floe formation and welding of
existing floes. Ocean surface waves directly change the floe size dimension of the FSTD by (i) limiting the size of newly
formed floes (promoting the formation of pancake ice), or (ii) fracturing existing floes via a flexural strain breakup
criterion (Horvat & Tziperman, 2015). Given a regular wave (single direction, period and amplitude), the maximum
floe size of newly formed floes, rmax, is determined by a tensile failure limit (Shen et al., 2001)

rmax ≈

√
2

C2λ2

π3Agρi
, (4)

where λ is wavelength, A is wave amplitude, g is gravitational acceleration, ρi is ice density, and C2 =
0.167 kg m−1 s−2 (Roach, Smith, & Dean, 2018). In irregular sea states, the wavelength is approximated by the
representative (peak) wavelength, λp, which is calculated using the deep-water surface gravity wave dispersion
relation (Williams et al., 2013a),

λp =
2πg

ω2
p

, (5)

where ωp is peak-angular frequency (as is used by Roach et al., 2019). By assumption, the amplitude A = Hs/2 (Roach,
Horvat, et al., 2018), where Hs is significant wave height and is defined by

Hs = 4

√∫
S(ω) dω (6)

for a wave spectral density function (SDF), S(ω), in terms of angular frequency. Hs and ωp are input into CICE6 from
the waves-in-ice module.
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The joint distribution is discretised into a specified number of bins, with default settings allocating five bins for the
ITD (Bitz et al., 2001) and twelve bins for the FSD. Consistent with previous studies using the FSTD in CICE, the
minimum and maximum floe sizes are set to 0.067 m and 850 m, respectively (Roach, Horvat, et al., 2018; Roach et
al., 2019; Bateson et al., 2020). An exponential bin spacing scheme is applied to provide finer resolutions for smaller
floe sizes. Increasing the number of FSD bins to sixteen, while offering minimal improvement in agreement with FSD
observations, incurs a computational time cost of approximately 60% (Bateson et al., 2020).

1.1.2 Waves-in-Ice Module (CICE6-WIM)

We incorporate a waves-in-ice module (WIM) into CICE6 (to create CICE6-WIM), which is a modified version of
the WIM developed by Bennetts et al. (2017) for CICE4. The breakup model included in CICE6 is used (Horvat &
Tziperman, 2015), rather than directly coupling wave-induced ice breakup and wave attenuation (Bennetts et al., 2017),
meaning that no wave energy is lost when wave-induced breakup occurs. The WIM prescribes a frequency–direction
SDF one cell north of the 1% SIC edge, where the influence of sea ice on waves is assumed to be negligible. This
is achieved by applying an idealised wave-energy spectrum and prescribing Hs, ωp, and mean wave direction (θ̄ in
radians). The mean wave parameters are taken from a global WAVEWATCH III (WW3) hindcast (Smith et al., 2021).

Assuming a single-peaked directional spectrum, the frequency-directional spectrum, E(ω, θ), is given by,

E(ω, θ) = S(ω)D(θ − θ̄), (7)

where E(ω, θ) is the directional SDF, S(ω) is the frequency SDF, and D(θ − θ̄) is a frequency-independent angular
spreading function centred around the mean wave direction. E(ω, θ) is integrated over the directional spectrum, such
that only southward-waves enter the sea ice (due south ±π/2). We define due south at 0, hence, the incident frequency
SDF, Sin(ω), is initialised by

Sin(ω) =

∫ π/2

−π/2

E(ω, θ) dθ. (8)

S(ω) is initialised using a Bretschneider spectrum (Bretschneider, 1959),

S(ω) =
5

16
H2

s

ω4
p

ω5
e−

5
4 (

ωp
ω )

4

, (9)

and directional spreading is controlled by a cosine-2s model (Longuet-Higgins, 1963),

D(θ − θ̄) =

{
C cos2s

(
θ−θ̄
2

)
for θ − θ̄ ∈ [−π

2
π
2 ],

0 otherwise
(10)

where C is a normalising constant. The degree of directional spreading by the cosine-2s function is determined by
s. Since the Southern Ocean is dominated by swell, the circular standard deviation of the directional wave energy
spectrum, σθ, is narrower than wind-driven sea states (Derkani et al., 2021). In accordance with Derkani et al. (2021)
who reported that σθ ≤ 30◦ when the sea state is dominated by swell, we set s = 2.5.

The incident frequency-SDFs, Sin(ω), are propagated directly southward along meridional lines (i.e., 1D) with
frequency-dependent wave attenuation. Wave attenuation is applied cell-wise to the incident SDF by,

Si(ω) = Sin(ω)e
−ai(x)α(ω)x (11)

where Si is the SDF within the ice cover and x is the distance from the ice edge. The attenuation coefficient is
determined from an empirical model for Antarctic sea ice, which is scaled by SIC (ai) (Meylan et al., 2014; Bennetts et
al., 2017), such that

α(ω) =
1

ai,MBK
(β2ω

2 + β4ω
4), (12)

where β2 = 5.38× 10−5, β4 = 2.95× 10−5 (units of s2m−1 and s4m−1, respectively), and ai,MBK = 0.7 is the SIC
observed in Meylan et al. (2014). CICE6-WIM is forced by the WW3 hindcast and waves are propagated on an hourly
basis (matching the model’s thermodynamic timestep) and steady-state conditions are assumed for propagation.

1.1.3 Model Configuration

We conduct a CICE6-WIM simulation spanning from 2005 to 2019, with the first five years of simulation treated as
spin-up, and, thus, discarded from analysis. The simulation was forced inter-annually by atmospheric (Tsujino et al.,
2018), oceanic (Kiss et al., 2020), and ocean-surface-wave data (Smith et al., 2021). CICE6 includes a slab ocean to
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model the mixed-layer ocean, which was forced by sea surface temperature, and salinity (surface current velocities
were also input into CICE6-WIM). We use the CICE6 default restoring time of 90 days and fixed mixed-layer depth of
20 m. Previous, Arctic-focused studies have used a variety of constant restoring times (e.g., 5 or 20 days; Schröder
et al., 2019; Bateson et al., 2020) and a restoring time dependent on the mixed-layer temperature (Tsamados et al.,
2015). Petty, Holland, and Feltham (2014) incorporated a mixed-layer ocean model in CICE, but this was shown to be
most influential in Antarctic ice shelf seas (rather than in the MIZ). A simulation of ACCESS-OM2 (a global coupled
ocean–sea ice model using MOM5-CICE5) which was submitted to CMIP6 was used as oceanic forcing (Kiss et al.,
2020). For consistency with ACCESS-OM2, CICE6-WIM runs on the same model grid, and uses four ice layers with
one snow layer to resolve the thermodynamics. Initial conditions were adopted from ACCESS-OM2, however as
ACCESS-OM2 used CICE5 (with a constant floe size of 300 m), the FSD was initialised globally using a fixed power
law distribution (Perovich & Jones, 2014).

1.2 Data Analysis

1.2.1 Data Overview and Preparation

We perform a k-means cluster analysis on daily CICE6-WIM model outputs of Antarctic sea ice data spanning from
2010–2019. Given a specified number of clusters, k, k-means classifies data into k distinct clusters by minimising the
Euclidean distance between each data vector and the cluster centroids (MacQueen, 1967). We select five variables
to describe different sea ice types: areal sea ice concentration (ai), mean ice thickness (hi), mean snow thickness,
representative floe size (ra), and ice age. Ice age is the average age of the ice within each grid cell and is computed
as an ice volume-weighted tracer. These variables have been used to describe sea ice types in previous studies, e.g.,
unconsolidated pancake or brash ice, young to first-year ice with little snow cover, thicker first-year ice with a thicker
snow cover, etc. (Massom et al., 1999). We apply a 15% SIC mask (as is used by Comiso & Zwally, 1984; NSIDC,
2023) to remove open-ocean cells, so that each cluster can be interpreted as a different sea ice type. To complete
k-means on data vectors with elements of varying units, the variables must be non-dimensionalised to limit the chance
of a single variable dominating the clustering (Wilks, 2011). For example, floe size (which we now use interchangeably
with the representative radius, ra) has a standard deviation of 300 m, whereas all other variables have standard deviations
less than 1 unit. Therefore, we complete min-max scaling on all variables, so that their range is limited between 0 and 1.
Since this is a linear transformation, the shapes of the distributions are not affected.

1.2.2 Cluster Number Selection

Figures 1(a–c) show snapshots from 2019 of the k-means clustered sea ice regions during the mean sea ice extent
maximum over 2010–2019 (26th of August) for k = 2–4, respectively. Regardless of the number of clusters specified
to k-means, the clusters produce a pattern of zonal sea ice regions with the southermost cluster being confined to the
Ross and Weddell seas. The outer band of sea ice resembles a MIZ (Cluster 1; shown in red) as it separates the open
ocean from the inner pack, however the number of clusters specified control its width. When k = 2, the sea ice is
divided into two zonal bands of similar areas. The outer band tends to be the widest east of the Weddell Sea and along
the Antarctic Peninsula (∼ 800 km), but narrows in the Ross and Weddell seas (∼ 400 km). When k is increased from
2 to 3, the exterior cluster for k = 2 is split into two regions, with the exterior cluster for k = 3 (i.e., Cluster 1 in
Fig. 1) narrower than for k = 2 (mostly between 100–250 km). The inner part of Cluster 1 for k = 2 (i.e., Cluster 2 for
k = 3) is an intermediary region between the exterior cluster and the interior ice pack. The addition of a fourth cluster
(k = 4) predominantly separates the innermost cluster (Cluster 3 for k = 3) into two regions, and pushes out the outer
two regions (Cluster 1 and Cluster 2 for k = 3). Consequently, the MIZ for k = 4 is typically restricted to only the
outermost cell of the ice cover, and no cells for some longitudes.

We determine an appropriate number of clusters for the present study, such that the MIZ (Cluster 1) agrees (indirectly)
with its description as the “actively wave-affected" area of sea ice (Wadhams, 1986). We interpret this description of the
MIZ to be the region where incoming waves from the open ocean remain energetic (Hs order tens of centimetres to
metres), with only occasional high-energy waves (Hs > 1m) able to reach (and potentially breakup) the interior sea ice
pack (Kohout et al., 2014). We apply a wave-statistic heuristic based on the significant wave height (Hs) at the interior
(southern) boundary of the MIZ (Cluster 1) to quantify the distribution of wave energy transmitted into the interior sea
ice pack (i.e., typically the northern boundary of Cluster 2). Histograms of Hs at the MIZ’s interior boundary for k = 2,
3, and 4 (over 2010–2019) are displayed in Fig. 1(d–f), respectively. The mean Hs along this boundary for k = 2–4
are 0.08 m, 0.46 m, and 1.01 m, respectively. Therefore, we discount k = 2, as the waves have become vanishingly
small at the southern boundary of its MIZ. The exceedance probability of large waves entering the interior ice pack
(i.e., Hs > 1m) is 0.16 for k = 3 and 0.35 for k = 4. These large waves have a corresponding mean representative
wavelength of 250 m for k = 3, and 150m for k = 4. Therefore, k = 3 is most closely aligned with the requirement for
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Figure 1: Changes in Antarctic sea ice classification by the number of clusters (k) specified to k-means. a–c) Snapshot
maps of the sea ice clusters from 2019 at the average sea ice extent maximum over 2010–2019 (26th August), where
a) k = 2, b) k = 3, and c) k = 4. A longitudinal-latitudinal grid (grey-dashed lines; in 60◦ and 10◦ increments,
respectively) is overlaid onto the maps. d–f) Histograms of significant wave heights (Hs) at the circumpolar southern
boundary of Cluster 1 (red) over 2010–2019 with a semi-log scale, for d) k = 2, e) k = 3, and f) k = 4. The numbers
labelling the sea ice clusters are ordered from low–high latitudes.

the MIZ to only occasionally allow energetic, long-period waves into the interior pack, hence, three clusters will be
used for the rest of the study.

We also applied statistical tests to determine the optimal clusters (standard silhouette and Calinski-Harabasz test
Rousseeuw, 1987; Calinski, 1968) for k = 2–5, but there was no clear outcome.

2 Results

Results are produced from k-means clustering on 23 million data vectors of scaled CICE6-WIM output variables, with
k = 3 specified clusters across the ice-covered Southern Ocean domain (south of 50◦S with ai > 15%) from 1st
January 2010 to 31st December 2019. The labels of the sea ice regions are kept consistent throughout the section and
ordered by low–high latitudes, with Cluster 1 denoting the MIZ.

2.1 Cluster Analysis

Figure 2a shows the unscaled means of each of the sea ice clusters (i.e., back transforming the k-means centroids to
original units). Floe size, ice and snow thickness are the most clearly separated between the clusters and tend to increase
with cluster number. Ice age in Cluster 1 and Cluster 2 are similar, indicating that these floes are also mostly seasonal
(Wadhams, 1986). Sea ice concentrations within Cluster 2 and Cluster 3 are both very high (> 95%), with Cluster 1
covering relatively lower concentrations (80%), although 63% of the datapoints in Cluster 1 exceed 80%. The average
ice floe within Cluster 1 has a radius of 27 m, is 0.37 m thick, and 3.6 months old, with little snow cover (< 0.04m).
Cluster 3 generally consists of the largest (> 600m), thickest (> 1m), and oldest (5months) floes with the most snow
cover (> 0.2m). Cluster 2 is an intermediary ice type between the types found in Cluster 1 and Cluster 3, and includes
floes of medium size and thickness that found in the highest concentrations (on average) and have a similar age to those
in Cluster 1.

Figures 2(b–d) show the distributions (histograms with kernel density estimates overlaid) of floe size (semi-log scale),
SIC (semi-log scale), and ice thickness (linear scale), respectively. Cluster 1 is characterised by floes smaller than 50m,
with only of 5.6% of floes exceeding 100m. Cluster 2 is comprised of mostly medium to large floes (100–500m), and
Cluster 3 is dominated by large floes (> 550m). The SIC distributions of all three clusters have a mode greater than
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Figure 2: Antarctic sea ice (unscaled) cluster centroid locations and distributions of three key sea ice variables. a)
Radar plot of the centroid locations (i.e., the mean sea ice properties) of each cluster. b–d) Probability density functions
grouped by cluster number, of b) floe size (semi-log scale), c) sea ice concentration (semi-log scale), and d) ice thickness
(linear scale). The distributions of each variable are normalised, such that the the histograms across the three clusters
sum to unity.

95%, resulting in large amounts of overlap, although the areas of lower concentrations tend to be classified as Cluster 1.
Cluster 1 (MIZ) contains the thinnest ice, of which 78.5% is less than 0.5 m thick. The variance of ice thickness in
Clusters 2 and 3 are greater than in Cluster 1; both are skewed towards thicker ice, with Cluster 3 containing the majority
of ice thicker than 1 m.

2.2 Cluster Identification Dependence on Floe Size

Following the results of Figure 2, a test is completed to determine the influence of floe size on k-means clustering.
The test includes a comparison of (i) the original dataset (as a reference), (ii) a dataset of only floe size, and (iii) a
dataset of the variables excluding floe size. Fig. 3a shows a snapshot (in 2019) of the clusters fit to the original dataset,
and is shown at the average SIE maximum (equivalent to Fig. 1b). The equivalent maps of the new clusters generated
from only floe size, and the original dataset excluding floe size, are shown in Fig. 3(b–c), respectively (see supporting
information Fig. S1 for maps at the SIE minimum).

All three maps display an outer cluster (Cluster 1), an innermost cluster (Cluster 3), and an intermediary cluster
(Cluster 2). The maximum width of Cluster 1 when all variables are used for clustering is 253 km and occurs in June.
When only floe size data is used (Fig. 3b), Cluster 1 widens to a maximum of 520 km (in June) and restricts the two
remaining clusters towards the coastline (see supporting information Fig. S2 for the separation of floe size amongst
the clusters). Finally, when floe size is excluded from the clustering (Fig. 3c) the maximum width of Cluster 1 during
winter is reduced to 17 km (in September) and is restricted to cells along the ice edge. Cluster 2 then absorbs large
amounts of area from both the previous Cluster 1 and Cluster 3. Thus, floe size is the key variable for k-means to
determine a Cluster 1 which resembles a MIZ (i.e., the wave affected region).

2.3 Evolution of the Antarctic Sea Ice Clusters

Figure 4(a–d) show snapshot maps of the clusters in four months 2019 (March, June, September, and December,
respectively). Cluster 1 is located along the ocean-sea ice boundary and consistently surrounds the other two clusters,
typically with Cluster 2 along its interior border. In March (Fig. 4a), the majority of sea ice resides in the Ross and
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ice cluster (average over 2010–2019) with the average date of minimum (14th of February) and maximum (26th of
August) sea ice extent (SIE) shown in dashed-grey lines.
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Figure 5: Mean floe size and melt rate tendencies over 2010–2019, grouped by sea ice cluster. a) Change in representative
floe size by each individual processes. b) Basal, lateral, and top melt rate of sea ice.

Weddell seas, consisting mostly of large, thick floes (Cluster 3) with thinner, smaller floes (Cluster 1) skirting the ice
edge. During the peak of Antarctic sea ice expansion (April–June; Fig. 4b), pockets of Cluster 2 appear along the
Antarctic coastline, signifying the formation of new ice (as large, thin floes) in coastal polynyas, where waves from
CICE6-WIM do not reach. The new ice increases the area of Cluster 2, resulting in it covering the largest fraction of
sea ice from May–July. Cluster 3 expands in mid-winter (September; Fig. 4c), driven by its increased coverage of the
Antarctic coastline, due to the new ice from early winter in Cluster 2 transitioning to Cluster 3 as it consolidates and
thickens. This culminates in Cluster 3 dominating the ice cover over October–December (Fig. 4d).

Figure 4e shows the seasonal areal evolution of each of the clusters (averaged daily over 2010–2019). The area of
Cluster 1 reaches two peaks annually, with a maximum in June–July of ∼ 5million km2 and the second peak of
∼ 3million km2 in December. Cluster 2 has an annual maximum area of ∼ 11million km2 (in July) and Cluster 3 has
a maximum area of ∼ 14million km2 (in October). As the growth season commences, all three clusters increase in
area, with Cluster 2 (i.e., younger, medium–large floes) increasing the most rapidly and becoming dominant in area
over winter. The area of Cluster 1 and Cluster 3 grow at similar rates during early winter, although Cluster 1 reaches a
maximum area in June–July before decreasing over August–September (coinciding with the decrease of Cluster 2).
Cluster 3 continues to grow until October (past the date of maximum SIE), before sharply declining in late spring. The
rapid loss of area in Cluster 3 occurs during the second growth phase of Cluster 1 in November. Since new ice formation
is limited over summer, this suggests that interior sea ice becomes unconsolidated and re-classified as Cluster 1, leading
to it displaying the least intraseasonal variability. During the summer a sharper transition of floe sizes and thickness is
formed between the exterior to the interior pack, as Cluster 1 now interfaces with Cluster 3 (since the area of Cluster 2
is diminished).

2.4 Floe Size Processes and Melt Rates Across the Antarctic Sea Ice Clusters

Figure 5a shows the average tendencies (over 2010–2019) of the physical processes that affect floe size across the sea
ice clusters. The impact on floe size is measured as the change in representative floe size (ra) per day, where bar heights
indicate the mean tendency and are coloured corresponding to cluster number. Wave-induced breakup of floes mainly
occurs within Cluster 1 (the MIZ), although Cluster 2 experiences some breakup. It is the dominant process for floe size
evolution in Cluster 1, with its mean tendency reducing floe size by 0.49m day−1. Welding and new floe formation
increase floe size by 0.07 and 0.12m day−1, respectively. This means that new floes within the MIZ are of comparable
sizes to representative floe size, it does not indicate the volume of new ice produced (see supporting information Fig. 4a
for the new floe formation seasonal time series). The tendencies of lateral melt and growth change the floe size by
−3.59× 10−3 and 2.5× 10−5 (m day−1). Welding is the dominant process in Cluster 2, increasing the floe size by
0.24m day−1. Cluster 3 experiences a similar rate of lateral melt to Cluster 1, as it is the dominant ice cluster over the
summer (Fig. 4), although, overall new floe formation is the driver of floe size change within Cluster 3.
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Figure 6: Assessment of MIZ widths from CICE6-WIM outputs against satellite observations. Seasonal time series
(averaged over 2010–2019) of effective MIZ widths of Cluster 1 from k-means (red) and from the 15–80% sea ice
concentration range definition (grey), shown as daily median values (curves) and interquartile ranges (corresponding
shaded regions). Monthly medians of satellite-derived wave penetration distances from February, May, September, and
December 2019 (Brouwer et al., 2022) are overlaid (green bullets) with their respective interquartile ranges (error bars).

Figure 5b shows the mean rate of the three modes of sea ice melt (basal, lateral and top) across the sea ice clusters.
All three clusters are driven by basal melt, with it being approximately a factor of 10 greater than top melt. Cluster 1
exhibits the greatest melting in all three types, since it is the northernmost cluster and borders the open ocean. Cluster 3
displays the second most melting with Cluster 2 exhibiting the least. As the area of Cluster 2 reduces to less than
∼ 1million km2 over the summer months (Fig. 4e), there is only a short period of time for it to experience the increased
temperatures, thus limiting the opportunity for melting.

2.5 Assessment of Antarctic MIZ Widths Against Satellite Observations

To compare with the results of Brouwer et al. (2022), in which effective MIZ widths, de, are derived from satellite
observations of wave penetration distances into the sea ice cover, we define the equivalent for our definition by (Wadhams,
1975),

de =

∫ d

0

ai(x)dx, (13)

where d is the distance from the ice edge to the interior MIZ boundary (i.e., the southern boundary of Cluster 1). The
distance de is the the total length of ice floes in the MIZ along a meridional transect. We also compare with the effective
MIZ width given by the traditional 15–80% SIC definition, i.e., the total length of floes in between the 15%- and
80%-SIC contours.

Figure 6 shows the seasonal daily-median effective MIZ widths from k-means (red curve) and the SIC-threshold
definition (grey curve) over 2010–2019, plus their respective interquartile ranges (corresponding shaded areas). The
effective MIZ width from wave observations by Brouwer et al. (2022) over 2019 are presented as monthly medians
and interquartile ranges, for February, May, September and December. The k-means derived effective MIZ width has
a similar seasonal shape to the area of Cluster 1 (Fig. 4e), with a maximum in July (de = 215 km) and a secondary
peak in December (de = 89 km), although it is less pronounced as the effective MIZ width incorporates an increasingly
reduced sea ice concentration from spring to summer. The minimum effective MIZ width occurs during the SIE
minimum (February; de = 51 km). A secondary minimum occurs in spring (November 6th) where the MIZ width
reduces to de = 64 km. In contrast, the SIC-derived effective MIZ width shrinks to a minimum de ≈ 0 km during
April–September, when the k-means effective MIZ width is greatest, as the SICs at the outer margins of the ice cover
often exceeds 80% during winter. The maximum occurs in December (de = 176 km), which is twice as wide than that
of the k-means defined MIZ in summer. When the clustering is completed on the dataset excluding floe size, we see
strong agreement with the SIC definition (see supporting information Fig. S3). The effective MIZ width seasonality
implied by Brouwer et al. (2022)’s observations is similar to that of the k-means MIZ, with a minimum in February
(36 km), and a maximum in September (192 km) . The k-means effective MIZ width strongly agrees with (Brouwer et

11



arXiv Template A PREPRINT

0

100

200

300

M
IZ

w
id

th
[k

m
]

a)

0.00

0.25

0.50

0.75

1.00

S
ea

ic
e

co
n
ce

n
tr

a
ti

o
n

[-
]

b)

0

25

50

75

100

F
lo

e
si

ze
(r
a
)

[m
]

c)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
0

5

10

15

Ic
e

a
g
e

[m
o
n
th

s] d)

Figure 7: Seasonal time series of Antarctic MIZ (Cluster 1) properties averaged over 2010–2019. Seasonal a) MIZ
width (width of Cluster 1 regardless of ice concentration), b) sea ice concentration, c) representative floe size, and
d) ice age. The average (north–south) width of CICE6-WIM grid cell (∼ 56 km) is indicated in panel a) with light grey
shading.

al., 2022)’s observations in May, and shows good agreement in February and December. Differences are apparent in
September, but both have a seasonal maximum of ∼ 200 km.

2.6 Antarctic MIZ Seasonality

Figure 7a shows the seasonal time series (averaged over 2010–2019) of the absolute MIZ width, d (not to be confused
with the effective distance, de). For reference, the grey shaded area represents the mean north–south width of a
CICE6–WIM grid-cell in the Antarctic domain. The panels below show seasonal time series over the same period
for the b) average SIC, c) representative floe size, and d) ice age in the MIZ. As expected, the seasonal shape of the
mean MIZ width is similar to its mean area (Fig. 4e) and median effective MIZ width (Fig. 6). It has a maximum of
d = 253 km in June, and a second peak of d = 178 km in December. The summer and spring minima are d = 87 km in
March and d = 101 km in late-October, respectively.
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Figure 8: Seasonality of Antarctic sea ice dynamics averaged over 2010–2019. Daily averaged seasonal time series are
shown for the MIZ (light red) and interior sea ice (i.e., Clusters 2 and 3 combined in light grey). A 30-day moving
average is overlaid for both the MIZ (red) and the interior pack (dark grey). a) Decrease in floe size from wave-induced
breakup, b) ice speed, and c) total melt rate.

The mean ice age follows a similar seasonal cycle to floe size in the MIZ, with a peak in summer and a low in winter
(Fig. 7c–d). In early winter, the decrease in ice age and floe size simultaneously with the rapid increase in SIC suggests
the formation of high-concentration pancake ice fields. Floe sizes and ice age reduce to ∼ 20m and less than a month
old which coincides with the annual MIZ width maximum. The spring contraction of the MIZ coincides with a decrease
in SIC, and an increase in both floe size and ice age. This transition shifts the floe composition in the MIZ from
newly-formed pancakes in high concentrations to lower concentrations of older-larger floes.

Figure 8 shows seasonal (daily-mean) time series of a) the decrease in representative floe size by wave-induced breakup,
b) sea ice drift speed, and c) melt rate. The average values within the MIZ (light red) are shown alongside those
of the interior sea ice (i.e., Clusters 2 and 3 combined; light grey). A 30-day moving average for both clusters is
overlaid (red and dark grey, respectively). The MIZ experiences wave-induced breakup primarily over the summer, and
consistently at greater rates than the interior clusters (as expected from Fig. 5). Floes in the winter MIZ experience
less breakup as their mean representative floe size is limited to ∼ 20m (i.e., within the first few categories of the FSD).
The moving average of drift speed in the interior remains mostly between 0.1–0.15 ms−1. The MIZ has comparable
speeds to the interior during summer, however it becomes more mobile over July–November with drift speeds are
∼ 70% greater than that of the interior ice, as the MIZ width is contracting (Fig. 7a). The rate of melting in the MIZ is
greater than the interior pack over the whole annual cycle. As expected, the melt cycle in both the MIZ and interior
display strong seasonality with maxima during summer and minima during winter. The MIZ maximum melt rate of
4.35× 10−2 m day−1 is almost triple that of the interior pack (1.49× 10−2 m day−1). The second MIZ width peak in
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December coincides with increased rates of breakup and melting, resulting in the MIZ containing larger broken floes in
lower concentrations than in winter.

3 Conclusions and Discussion

Unsupervised classification was used to reduce multivariate snapshots of the Antarctic sea ice cover properties into
statistically defined clusters. The sea ice dataset comprised of SIC, ice thickness, ice age, representative floe size and
snow thickness from standalone CICE6-WIM model outputs over 2010–2019. A wave heuristic was used to show that
k = 3 clusters produced a MIZ-like outer cluster, as the wave-affected region that typically shields the inner ice pack
(the two interior clusters) but allows occasional waves to reach the outskirts of the inner pack, e.g., large-amplitude
waves created by polar storms and cyclones (Kohout et al., 2014; Vichi et al., 2019). Floe sizes were found to have the
greatest influence on the classification method, but did not completely determine the clustering results, as shown by
the differences in Fig. 3(a–b), and in Fig. S1(a–b). The cluster corresponding with the MIZ was shown to be typically
composed of small, thin floes in relatively low concentrations with little snow cover (Fig. 2).

Daily outputs of the k-means clustering were used to determine the seasonal behaviour of Antarctic MIZ area (Fig. 4).
The area of the MIZ in the standalone model reaches has an annual minimum in mid-summer (1 million km2), a
maximum in winter (5 million km2), before it contracts in spring (2 million km2), and finally reaches a second peak
in early-summer (3 million km2). The winter peak coincides with the expansion of both interior clusters, whereas the
summer maximum occurs whilst the area of the interior clusters are decreasing. The average effective MIZ widths
displayed similar behaviour (although with a reduced summer peak), and were shown to agree well with Brouwer et
al. (2022)’s observations based on wave propagation distances, particularly in February, May, and December (Fig. 6).
Both methods produced a minimum width in summer (February), and a maximum width of approximately 200 km in
winter. The largest discrepancy occurred in September, which may be a result of the standalone model not capturing the
timing of the sea ice maximum extent (e.g., the average sea ice extent maximum in CICE6-WIM occurred on the 26th
of August, which is over a month prior to the satellite observed maximum on 30th of September in 2019 NSIDC, 2023).
As sea ice thermodynamics are sensitive to mixed-layer depth (Tsamados et al., 2015), the areal sea ice evolution would
likely be improved with a variable depth mixed-layer model, whether coupled to a full-ocean model or a prognostic
mixed layer model (Petty et al., 2014).

For the CICE6-WIM model outputs, k-means clustering was shown to produce markedly different MIZ widths to those
obtained from the classic 15–80% SIC definition (Fig. 6). In contrast to k-means, the SIC-defined MIZ widths are at
their minimum over the winter months (∼ 0 km). The SIC definition does not identify the MIZ-type driven by the
pancake cycle (Lange et al., 1989), which contains large waves generated by winter cyclones deep into concentrations
close to 100% (Alberello et al., 2022), albeit the coarse spatial resolution of the model grid (1◦ latitude-longitude) limits
the representation of the steep gradient in SIC between the open ocean and the ice pack (e.g., as shown in ASMR2
satellite images Alberello et al., 2022; Pitt et al., 2022). Thus, the CICE6-WIM outputs underestimate the SIC-defined
MIZ (especially when it is less than the average grid-cell length of 56 km). The SIC-defined MIZ sharply increases in
width and spread (interquartile range) during summer, which coincides with the k-means MIZ increasing in floe size (in
mean; Fig. 7c) and becoming disperse (mean SIC ∼ 50%; Fig. 7b).

Vichi (2022) found a seasonal MIZ area using the SIC definition applied to satellite observations that contrasts with our
SIC-defined MIZ widths. In particular, he found that the MIZ area grows at a linear rate from 2 million km2 in February
to October, before peaking to 8 million km2 in December, meaning that it is non-zero over winter (broadly agreeing
with the results of Stroeve et al., 2016). There is significant variability when comparing MIZ areas between satellite
products or against model data (Stroeve et al., 2016; Rolph et al., 2020). Although, the lack of sea ice–ocean feedbacks
in our model potentially exacerbate the amount of frazil ice produced from the thermodynamic scheme (mushy-layer,
see A. K. Turner et al., 2013) within CICE (Bailey et al., 2020), resulting in increased SICs across the cover, decreasing
the SIC-threshold MIZ widths during winter. Further, Vichi (2022) showed that the MIZ area defined by a temporal
standard deviation of SIC initially grew at a greater rate than the SIC threshold area (over February–May), and then
remained between 5–6 million km2 over winter (similar to the k-means winter area; Fig. 4). Both of the SIC definitions
Vichi (2022) applied to satellite data identified areas deeper into the pack, such as coastal and open-ocean polynyas.
These features are not identified as MIZ by the k-means definition (Fig. 3 and Fig. S1a), which instead returned the
outer band of ice cover affected by open-ocean waves (Fig. 1 and Fig. 8), since no wave generation occurs within the
sea ice cover or polynyas in CICE6-WIM.

The bimodal seasonality of the MIZ area (maxima during the middle of the austral winter and summer; e.g., Fig. 4e)
indicates a seasonal transition in the floe composition and regime shift in the dominant physical processes. During the
Antarctic sea ice expansion, new floes within the MIZ are limited in size due to incoming waves from the open ocean,
resulting in the proliferation of floes in the smallest floe size and ice thickness categories, which are interpreted as
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pancake ice formation with interstitial frazil ice (Wadhams et al., 2018; Alberello et al., 2019). This results in a winter
MIZ in which the average ice floe is less than 1 month old and 20m in length, as well as the SIC being close to 100%
(Fig. 7b–d). The winter MIZ retreats in the mid–late-winter to early–mid-spring as the ice edge stops advancing before
the Antarctic ice cover rapidly retreated. However, the MIZ had a second growth period over late-spring–early-summer
when large floes in the inner ice pack are fractured by waves and are re-classified into the MIZ. Thus, the summer MIZ
was characterised as previously consolidated ice, rather than new floes (as was the case in winter). Sea ice concentrations
within the MIZ continued to reduce into January, with the age of the floes reaching a maximum in February. The melt
season decreased the summer MIZ width from mid-December–mid-March (occurring near the SIE minimum) where it
reduced to 100 km wide. After the SIE minimum, new ice formation began, reducing the floe size and ice age in the
MIZ, while increasing SIC, completing the seasonal cycle.

The Antarctic MIZ has been observed to contain unconsolidated sea ice cover consisting of small floes (Toyota et al.,
2011, 2016; Alberello et al., 2019), due to frazil and pancake ice formation (Wadhams et al., 2018; Skatulla et al.,
2022), and wave breakup of larger floes (Kohout et al., 2016). These small floes are more mobile, e.g., faster drift
speeds (Alberello et al., 2020; Womack et al., 2022), and more susceptible to melting (especially lateral melt Steele,
1992; Horvat et al., 2016; Bateson et al., 2020). The k-means cluster analysis identified a MIZ with these properties in a
parsimonious manner, i.e., the clustering used no variables on sea ice dynamics or thermodynamics. Wave-induced
breakup of floes was shown to predominantly occur within the MIZ during summer (including re-classifying ice which
previously resided in an interior cluster to the MIZ). Wave-induced breakup in the summer MIZ was approximately
a factor of eight greater than that of the interior pack (∼ 1.6m day−1 and ∼ 0.2m day−1 in the MIZ and interior,
respectively; Fig. 8a). The late-winter to spring months coincided with the average drift speed within the MIZ to be
around 0.1 ms−1 greater than that of the interior, whilst floes were in near free-drift conditions (Fig. 8b and Fig. S4b).
Similar to the wave-breakup of floes, melt rates were found to be dominant over the summer season, with the total melt
rate having (on average) twice the impact on MIZ ice than interior ice (annual maxima of 4.5× 10−2 m day−1 in the
MIZ and 2.1× 10−2 m day−1 in the interior; Fig. 8c).

In conclusion, k-means classification with three clusters has been shown as a suitable method to identify the Antarctic
MIZ, in a manner consistent with its description as the regularly wave-affected region of the ice cover (Wadhams, 1986),
using sea ice model outputs, with the requirement that the outputs include floe sizes. Future studies should test the
approach on model outputs for Arctic sea ice, in which pancake ice is less prevalent (although suggested to increase
with a changing wave climate Thomson et al., 2017) and the MIZ is generally smaller (Weeks, 2010) as waves rarely
penetrate more than 100 km into the MIZ (Cooper et al., 2022). Moreover, it should be tested in a coupled model setting
as standalone sea ice models struggle to resolve feedbacks between sea ice and the ocean (including surface waves),
and with a more sophisticated wave propagation model, e.g., where the attenuation rate changes in response to floe
size (Meylan et al., 2021). It will then be available for detailed studies on the unique properties of the MIZ and its
influence on the responses of Arctic and Antarctic sea ice covers to the changing climate.
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Supplemental Materials: Unsupervised classification of the Antarctic marginal ice zone

Introduction

This Supporting Information provides additional context for the results of the accompanying manuscript. Figures of the
k-means-derived Antarctic marginal ice zone when floe size was removed from the analysis dataset (Fig. S1–S2), and
additional time series of MIZ dynamics (rate of new ice formation and internal stress) are included (Fig. S4). When
k-means clustering is only completed on floe size data, it returns a set of thresholds to differentiate clusters (Fig. S2).
The summer MIZ is more similar to when k-means clustering was completed without floe size data (Fig. S1), however,
floe size data eliminates the algorithm identifying cells in coastal polynyas. The MIZ width in 2019 is comparable to
the 2010–2019 average (Fig. S3). When floe size is excluded from the clustering the resulting MIZ is similar to the area
with sea ice concentrations between 15–80%. Internal stresses and the change in floe size from new ice formation are
consistently lower in the MIZ than in the interior clusters (Fig. S4).
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Figure S1: Same as Figure 3 but at the average summer sea ice extent minimum (14th of February 2019).
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Figure S2: Floe size distribution of each of the sea ice clusters from k-means using a) the full dataset and b) only floe
size data. The combined FSD is overlaid in the thick black line. a) is the same as Fig. 2b.

1



arXiv Template A PREPRINT

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
0

100

200

300

400

E
ff

ec
ti

v
e

M
IZ

w
id

th
(d
e
)

[k
m

]

k-means MIZ

k-means MIZ (without floe size)

Sea ice concentration (15–80%)

Wave penetration

Figure S3: Same as Figure 6, but with the MIZ width result (dashed-red line) and MIZ width from when k-means was
completed without floe size data (dashed-pink line) for 2019 overlaid.
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Figure S4: Same as Figure 8 (MIZ in red, interior pack ice in grey) but for a) internal stress and b) the increase in
representative floe size from new ice floe formation.

2


	Introduction
	Numerical Model
	CICE6 Sea Ice Model
	Waves-in-Ice Module (CICE6-WIM)
	Model Configuration

	Data Analysis
	Data Overview and Preparation
	Cluster Number Selection


	Results
	Cluster Analysis
	Cluster Identification Dependence on Floe Size
	Evolution of the Antarctic Sea Ice Clusters
	Floe Size Processes and Melt Rates Across the Antarctic Sea Ice Clusters
	Assessment of Antarctic MIZ Widths Against Satellite Observations
	Antarctic MIZ Seasonality

	Conclusions and Discussion
	References

