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Abstract

We construct a sequence of linear positive operators by means of the Erkus- Srivastava multivariable polynomials which include

q- Lagrange polynomial operators discussed in [5] and the Lagrange Hermite polynomial operators considered in [1]. We study

the Korovkin type theorems for the constructed operators by using summability techniques of statistical convergence and the

power series method. We also define a k-th order Taylor generalization of the multivariable polynomials operator and investigate

the approximation of k-th times continuously differentiable Lipschitz class elements.
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1. introduction

Erkus and Srivastava [11] introduced the multivariable polynomials defined as:

h(ξ1,··· ξr)
n (z1, z2, · · · zr) =

∑
m1l1+m2l2+···+mrlr=n

{
r∏
i=1

(ξi)li
(zi)

li

li!

}
,

where (λ)l = λ(λ+ 1) · · · (λ+ l− 1) and (λ)0 = 1. These polynomials have the generating function
of the form

r∏
i=1

(1− zitmi)−ξi =

∞∑
n=0

h(ξ1,ξ2,··· ξr)
n (z1, z2, · · · zr)tn,

where ξi ∈ C, (i = 1, ..., r) and |t| < min{|z1|−1/m1 , · · · , |zr|−1/mr}. Duman [9] constructed a
q-analogue of these polynomials as follows:

h(ξ1,··· ξr)
n,q (z1, z2, · · · zr) =

∑
m1l1+m2l2+···+mrlr=n

{
r∏
i=1

(
qξi , q

)
li

(zi)
li

(q, q)ki

}
, (1.1)

where the generating function is given by

r∏
i=1

(zit
mi ; q))

−ξi =

∞∑
n=0

h(ξ1,ξ2,··· ξr)
n,q (z1, z2, · · · zr)tn, (1.2)

the q-integer of any m ∈ N, is given in [4] as

[m]q :=

{
1−qm
1−q , if q 6= 1,

m, if q = 1,

and

(λ; q)µ =

{
1, if µ = 0,

(1− λ)(1− λq)...(1− λqµ−1), if µ ∈ N.
1
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Inspired by the above research, for f ∈ C(I), the space of continuous functions on I = [0, 1], endowed
with the sup norm ‖.‖, we propose the following sequence of Erkus-Srivastava type positive linear
operators:

Lβ
(1)
n ,··· ,β(r)

n
n,q (f ;x) =

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=0

{ ∑
m1l1+m2l2+···+mrlr=s

{
r∏

k=1

(qn, q)lk
(β

(k)
n )lk

(q, q)lk

}

f

(
[l1]q

[n+ l1 − 1]q

)}
xs, (1.3)

where
〈
β

(j)
n

〉
n∈N, (j = 1, 2, · · · r) are the sequences of real numbers in (0, 1), x ∈ I1

0 , and r, n ∈ N.
In particular, if mi = 1,∀ i ∈ N then these operators reduce to the Lagrange polynomial operators
studied in [5] and in the case mi = i,∀i ∈ N, they include Lagrange Hermite polynomial operators
discussed in [1]. The approximation properties of q-analogue of an integral type operator based
on multivariate q-Lagrange polynomials via summability method is studied by Agrawal et. al. [2].
The purpose of this paper is to study various approximation properties of the operators (1.3) with
respect to the statistical convergence and the power series method.

In the following lemmas, we obtain the estimates for some raw moments of the operators defined
by (1.3).

Lemma 1. The operators Lβ
(1)
n ,··· ,β(r)

n
n,q (.;x) satisfy

Lβ
(1)
n ,··· ,β(r)

n
n,q (1;x) = 1, for all x ∈ I1

0 .

Proof. Using (1.1) and (1.2) , proof of the lemma is straight-forward hence the details are omitted.
�

Lemma 2. For the operators Lβ
(1)
n ,··· ,β(r)

n
n,q (.;x), we have

Lβ
(1)
n ,··· ,β(r)

n
n,q (u;x) = xm1β(1)

n .

Proof. From the definition (1.3) of the Erkus- Srivastava q-operator, we can write

Lβ
(1)
n ,··· ,β(r)

n
n,q (u;x) =

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=m1

{ ∑
m1l1+m2l2+···+mrlr=s

l1≥1

{
r∏

k=1

(qn, q)lk
(β

(k)
n )lk

(q, q)lk

}
(

[l1]q
[n+ l1 − 1]q

)}
xs.

Using the elementary identities,
[l1]q

(q;q)l1
= 1

(1−q)(q;q)l1−1
,

(qn;q)l1
[n+l1−1]q

= (1− q)(qn; q)l1−1, and replacing

l1 by (l1 + 1), we have

Lβ
(1)
n ,··· ,β(r)

n
n,q (u;x) = xm1β(1)

n

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=m1

{ ∑
m1l1+m2l2+···+mrlr=s−m1

(qn; q)l1 · · · (qn; q)lr

(β
(1)
n )l1 · · · (β(r)

n )lr

(q; q)l1 · · · (q; q)lr

}
xs−m1

= xm1β(1)
n

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=m1

h
(n,··· ,n)
s−m1,q (β(1)

n , β(2)
n , · · · , β(r)

n )xs−m1

= xm1β(1)
n

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=0

h(n,··· ,n)
s,q (β(1)

n , β(2)
n , · · · , β(r)

n )xs

= xm1β(1)
n , in view of Lemma 1.

�
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Lemma 3. The operators Lβ
(1)
n ,··· ,β(r)

n
n,q (.;x) satisfy

Lβ
(1)
n ,··· ,β(r)

n
n,q (u2;x) ≤ q(xm1β(1)

n )2 +
xm1β

(1)
n

[n]q
;

and

∣∣Lβ(1)
n ,··· ,β(r)

n
n,q (u2 − x2;x)

∣∣ ≤ 2x2(1− β(1)
n xm1−1) +

xm1β
(1)
n

[n]q
.

Proof. From the definition of the operator Lβ
(1)
n ,··· ,β(r)

n
n,q (.;x), we have

Lβ
(1)
n ,··· ,β(r)

n
n,q (u2;x) =

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=m1

{ ∑
m1l1+m2l2+···+mrlr=s

l1≥1

{
r∏

k=1

(qn, q)lk
(β

(k)
n )lk

(q, q)lk

}(
[l1]q

[n+ l1 − 1]q

)2}
xs

= xm1β(1)
n

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=m1

{ ∑
m1l1+m2l2+···+mrlr=s

l1≥1

(qn; q)l1−1 · · · (qn; q)lr

[l1]q
[n+ l1 − 1]q

(β
(1)
n )l1−1 · · · (β(r)

n )lr

(q; q)l1−1 · · · (q; q)lr

}
xs−m1

= xm1β(1)
n

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=m1

{ ∑
m1l1+m2l2+···+mrlr=s

lr≥1

(qn; q)l1−1 · · · (qn; q)lr

(
1 + q[l1 − 1]q
[n+ l1 − 1]q

)
(β

(1)
n )l1−1 · · · (β(r)

n )lr

(q; q)l1−1 · · · (q; q)lr

}
xs−m1 =

∑
1

+
∑

2

. (1.4)

Here,

∑
1

= xm1β(1)
n

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=m1

{ ∑
m1l1+m2l2+···+mrlr=s

l1≥1

(qn; q)l1−1 · · · (qn; q)lr

(
1

[n+ l1 − 1]q

)
(β

(1)
n )l1−1 · · · (β(r)

n )lr

(q; q)l1−1 · · · (q; q)lr

}
xs−m1 ,

since 1
[n+l1−1]q

≤ 1
[n]q

, then using Lemma 1, we have

∑
1

≤ xm1β
(1)
n

[n]q
.
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Now,∑
2

= qxm1β(1)
n

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=1

{ ∑
m1l1+m2l2+···+mrlr−1=p−1

l1≥1

(qn; q)l1−1 · · · (qn; q)lr

(
[l1 − 1]q

[n+ l1 − 1]q

)
(β

(1)
n )l1−1 · · · (β(r)

n )lr

(q; q)l1−1 · · · (q; q)lr

}
xs−1

= q(xm1β(1)
n )2

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=2m1

{ ∑
m1l1+m2l2+···+mrlr=s

l1≥2

(qn; q)l1−2 · · · (qn; q)lr

(
(1− ql1−1)(1− qn+l1−2)

(1− ql1−1)(1− q)[n+ l1 − 1]q

)
(β

(1)
n )l1−2 · · · (β(r)

n )lr

(q; q)l1−2 · · · (q; q)lr

}
xs−2m1

= q(xm1β(1)
n )2

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=2m1

{ ∑
m1l1+m2l2+···+mrlr=s

l1≥2

(qn; q)l1−2 · · · (qn; q)lr

(
[n+ l1 − 2]q
[n+ l1 − 1]q

)
(β

(1)
n )l1−2 · · · (β(r)

n )lr

(q; q)l1−2 · · · (q; q)lr

}
xs−2.

Since
[n+l1−2]q
[n+l1−1]q

< 1, in view of Lemma 1 we get∑
2

≤ q(xm1β(1)
n )2.

Finally, using the estimates of
∑

1 and
∑

2 in (1.4), we obtain

Lβ
(1)
n ,··· ,β(r)

n
n,q (u2;x) ≤ q(xm1β(1)

n )2 +
xm1β

(1)
n

[n]q
. (1.5)

Hence, we can write

Lβ
(1)
n ,··· ,β(r)

n
n,q (u2;x)− x2 ≤ (q(xm1β(1)

n )2 − x2) +
xm1β

(1)
n

[n]q
= −x2(1− q(β(1)

n )2x2m1−2) +
xm1β

(1)
n

[n]q
.

As q, β
(1)
n ∈ (0, 1), for all x ∈ I we have

Lβ
(1)
n ,··· ,β(r)

n
n,q (u2;x)− x2 ≤ xm1β

(1)
n

[n]q
. (1.6)

Since the operator Lβ
(1)
n ,··· ,β(r)

n
n,q (.;x) is linear and positive, using Lemmas 1 and 2, we may write

0 ≤ Lβ
(1)
n ,··· ,β(r)

n
n,q ((u− x)2;x) = Lβ

(1)
n ,··· ,β(r)

n
n,q (u2;x)− 2xLβ

(1)
n ,··· ,β(r)

n
n,q (u;x) + x2;

=⇒ −2x2(1− β(1)
n xm1−1) ≤ Lβ

(1)
n ,··· ,β(r)

n
n,q (u2;x)− x2

or, − 2x2(1− β(1)
n xm1−1)− xm1β

(1)
n

[n]q
≤ Lβ

(1)
n ,··· ,β(r)

n
n,q (s2;x)− x2.

Hence, in view of (1.6), we obtain

∣∣Lβ(1)
n ,··· ,β(r)

n
n,q (u2;x)− x2

∣∣ ≤ 2x2(1− β(1)
n xm1−1) +

xm1β
(1)
n

[n]q
. (1.7)

This completes the proof of the lemma. �

Throughout this paper, let qn ∈ (0, 1) be a sequence such that limn→∞ qn = 1 and limn→∞ qnn =
β, 0 ≤ β < 1.
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From the Lemmas 1-3, it is clear that the sequence of operators Lβ
(1)
n ,··· ,β(r)

n
n,q (.;x) satisfies the

Korovkin conditions

lim
n→∞

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)− ei|| = 0, for i = 0, 1, 2,

where ei(x) = xi, provided m1 = 1. Hence, let us assume from now onwards that m1 = 1. Then,
by Korovkin theorem,

lim
n→∞

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (f)− f || = 0, for all f ∈ C(I). (1.8)

Lemma 4. For each n ∈ N, the operators Lβ
(1)
n ,··· ,β(r)

n
n,q (.;x) satisfy the following

(i)
∣∣Lβ(1)

n ,··· ,β(r)
n

n,q (u− x;x)
∣∣ = (1− β(1)

n )x;

(ii) Lβ
(1)
n ,··· ,β(r)

n
n,q ((u− x)2;x) ≤ {1− 2(β

(1)
n ) + q(β

(1)
n )2}x2 +

xβ(1)
n

[n]q
.

Proof. Using the Lemmas 1- 3, the proof is straight-forward. Hence, we omit the details. �

Now, we recall the definitions of the usual modulus of continuity and the Lipschitz class. Let
f ∈ C(I) and λ > 0 then the modulus of continuity ω(f ;λ) given in[29] is defined as

ω(f ;λ) = sup
|u−x|≤λ

|f(u)− f(x)|.

From [29], for any f ∈ C(I) and u, x ∈ I, we have

|f(u)− f(x)| ≤
(
|u− x|
λ

+ 1

)
ω(f ;λ). (1.9)

For any f ∈ C(I), the Lipschitz class is defined as follows:

LipMν = {f ∈ C(I) : |f(x)− f(u)| ≤ M|x− u|ν , 0 < ν ≤ 1},
where M > 0, is a constant depending on f .

The following result yields us an estimate of the approximation degree for the operators (1.3) in
terms of the usual modulus of continuity.

Theorem 1. Let f ∈ C(I) then for each x ∈ I, we have∣∣|Lβ(1)
n ,··· ,β(r)

n
n,qn (f)− f

∣∣| ≤ 2ω(f ;
√
γn,qn),

where γn,qn = {1− 2(β
(1)
n ) + qn(β

(1)
n )2}+

β(1)
n

[n]qn
.

Proof. Considering the property (1.9) of the usual modulus of continuity, the proof of the theorem
follows from (1.3), Lemma 1 and the Cauchy-Schwarz inequality. �

Corollary 1. Let f ∈ C(I) such that f ∈ LipMυ, then we have∣∣|Lβ(1)
n ,··· ,β(r)

n
n,q (f)− f

∣∣| ≤ 2Mγυ/2n,q .

2. Convergence via power series method

This section is devoted to the study of convergence of the operators Lβ
(1)
n ,··· ,β(r)

n
n,q in the sense

of power series method. Using this approach, Ta̧s and Altihan [38] studied the Korovkin type
theorems for the sequences of positive linear operators defined on C[a, b] and Lp[a, b]. We verify the

Korovkin type theorem for the operators Lβ
(1)
n ,··· ,β(r)

n
n,q via this method. We also prove with the help

of an example that our theorem is a non-trivial generalization of the classical Korovkin theorem.
We construct a sequence of positive linear operators which satisfies the Korovkin type theorem via
power series method but does not work in the classical sense.
Let R > 0, be the radius of convergence of the power series

ρ(t) =

∞∑
n=1

ant
n−1, t ∈ (0, R)
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where (an) is a sequence of non-negative real numbers such that a1 > 0. A sequence of real numbers
(βn) is said to be convergent to the number l in the sense of power series method[24][36], if for all
t ∈ (0, R)

lim
t→R−

1

ρ(t)

∞∑
n=1

ant
n−1βn = l.

From[6], it is important to note that the power series method is regular if and only if for each n ∈ N

lim
t→R−

ant
n−1

ρ(t)
= 0.

Note that , if an = 1 for n ≥ 1 then ρ(t) = 1
1−t andR = 1, in this case power series method reduces to

Abel method which is a sequence to function transformation and if an = 1
n! for n ≥ 1 then ρ(t) = et

and R =∞, then the power series method reduces to Borel method. Both Abel’s and Borel methods
are defined via power series not by using matrix as statistical method is defined(see[6][39]). More
details about the power series method can be found in the papers[30], [33] and [40].
For any f ∈ C(I), let us define

Gt(f ;x) =
1

ρ(t)

∞∑
n=1

Lβ
(1)
n ,··· ,β(r)

n
n,qn (f ;x)ant

n−1, t ∈ (0, R) (2.1)

then Gt(f ;x) is a bounded positive linear operator.

Now, we verify the Korovkin type theorem[38] for the operators Gt in the sense of power series
method.

Theorem 2. For all f ∈ C(I), the positive linear operators defined by (2.1) satisfies

lim
t→R−

||Gt(f)− f || = 0.

Proof. From equation (2.1), we may write

Gt(f ;x)− f(x) =
1

ρ(t)

∞∑
n=1

[Lβ
(1)
n ,··· ,β(r)

n
n,qn (f ;x)− f(x)]ant

n−1.

From Lemma 1, we get

Lβ
(1)
n ,··· ,β(r)

n
n,qn (e0;x)− e0(x) = 0, which implies that ||Gt(e0)− e0|| = 0,

and hence

sup
t→R−

||Gt(e0)− e0|| = 0

Now, from Lemma 4, we may write

|Gt(e1;x)− e1(x)| ≤ 1

ρ(t)

∞∑
n=1

|Lβ
(1)
n ,··· ,β(r)

n
n,qn (e1;x)− e1(x)|antn−1

≤ 1

ρ(t)

∞∑
n=1

(1− β(1)
n )xant

n−1.

Therefore,

||Gt(e1)− e1|| ≤
1

ρ(t)

∞∑
n=1

(1− β(1)
n )ant

n−1. (2.2)

Since the sequence (1− β(1)
n )→ 0, as n→∞, for a given ε > 0 there exists n0 ∈ N such that

(1− β(1)
n ) <

ε

2
, for all n > n0.
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Hence equation (2.2) becomes

||Gt(e1)− e1|| <
ε

2
+

1

ρ(t)

n0∑
n=1

(1− β(1)
n )ant

n−1. (2.3)

Let M = max1≤n≤n0
{1− β(1)

n }, then

||Gt(e1)− e1|| <
ε

2
+M 1

ρ(t)

n0∑
n=1

ant
n−1. (2.4)

From the regularity condition of the power series method, we have limt→R−
ant

n−1

ρ(t) = 0. Hence For

a given ε > 0, for every 1 ≤ n ≤ n0 there exists νn such that

ant
n

ρ(t)
<

ε

2Mn0
, ∀ R− νn < t < R.

Let ν = min1≤n≤n0
νn, we have

1

ρ(t)

n0∑
n=1

ant
n−1 <

ε

2M
, ∀ R− ν < t < R.

Thus from equation (2.4), we get

lim
t→R−

||Gt(e1)− e1|| = 0.

Finally,

|Gt(e2;x)− e2(x)| ≤ 1

ρ(t)

∞∑
n=1

|Lβ
(1)
n ,··· ,β(r)

n
n,qn (e2;x)− e2(x)|antn−1

≤ 1

ρ(t)

∞∑
n=1

{
2x2(1− β(1)

n ) +
xβ

(1)
n

[n]qn

}
ant

n−1,

which implies that

||Gt(e2)− e2|| ≤
1

ρ(t)

∞∑
n=1

{
2(1− β(1)

n ) +
β

(1)
n

[n]qn

}
ant

n−1.

Now proceeding in a manner similar to the proof of limt→R− ||Gt(e1)− e1|| = 0, we obtain

lim
t→R−

||Gt(e2)− e2|| = 0.

Hence applying (Theorem 1,[38]), for all f ∈ C(I) we have

lim
t→R−

||Gt(f)− f || = 0.

�

Next result concerns with the rate of convergence of the operators Gt by means of the usual
modulus of continuity ω(f ;λ).

Theorem 3. Let ω(f ;λ) be the usual modulus of continuity then for any f ∈ C(I), we have

||Gt(f)− f || ≤ Mω(f ; γ(t)),

where γ(t) =
√

1
ρ(t)

∑∞
n=1{1 + ( 1

[n]qn
− 2)β

(1)
n + qn(β

(1)
n )2}antn−1 and M > 0 is a constant.

Proof. Following the proof of (Theorem 2, [38]), we have

||Gt(f)− f || ≤ M{ω(f ; γ(t)) + ||Gt(e0)− e0||},
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where γ(t) =
√
||Gt((u− x)2;x)|| and M > 0 is a constant. Since ||Gt(e0)− e0|| = 0 and

Gt((u− x)2;x) =
1

ρ(t)

∞∑
n=1

Lβ
(1)
n ,··· ,β(r)

n
n,qn ((u− x)2;x)ant

n−1

≤ 1

ρ(t)

∞∑
n=1

{
{1− 2β(1)

n + qn(β(1)
n )2}x2 +

xβ
(1)
n

[n]qn

}
ant

n−1,

we have

||Gt((u− x)2;x)|| ≤ 1

ρ(t)

∞∑
n=1

{
1 + (

1

[n]qn
− 2)β(1)

n + qn(β(1)
n )2

}
ant

n−1.

Hence the theorem is proved. �

We conclude this section by giving an example of a sequence of positive linear operators that
converges in the sense of power series method, but it does not converge in the usual sense.
For each n ∈ N, let us define a sequence of positive linear operators on C(I) as

T β
(1)
n ,··· ,β(r)

n
n,qn (f ;x) = (1 + αn)Lβ

(1)
n ,··· ,β(r)

n
n,qn (f ;x) (2.5)

where

αn =

{
1, n = m4, m ∈ N
0, otherwise.

It is evident that the sequence (αn) is divergent, we show that it is Abel convergent to 0. For Abel
convergence an = 1 therefore ρ(t) = 1

1−t and R = 1. By Cauchy root test and using the fact that

|t| < 1, we have

lim
m→∞

|tm
4−1|1/m = lim

m→∞
|t|m

3−(1/m) = 0,

therefore the series
∑∞
m=1 t

m4−1 is convergent for |t| < 1 and hence

lim
t→1−

(1− t)
∞∑
m=1

tm
4−1 = 0.

Thus the sequence (αn) is Abel convergent to 0. From equation (2.5), we get

T β
(1)
n ,··· ,β(r)

n
n,qn (ei;x) = (1 + αn)Lβ

(1)
n ,··· ,β(r)

n
n,qn (ei;x), i = 0, 1, 2.

For i = 0, 1, 2 we have

||T β
(1)
n ,··· ,β(r)

n
n,qn (ei)− ei|| = sup

0≤x≤1
|(1 + αn)Lβ

(1)
n ,··· ,β(r)

n
n,qn (ei;x)− ei(x)|

≤ sup
0≤x≤1

|Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei;x)− ei(x)|+ |αn| sup

0≤x≤1
|Lβ

(1)
n ,··· ,β(r)

n
n,qn (ei;x)|

≤ ||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)− ei||+ |αn|||L

β(1)
n ,··· ,β(r)

n
n,qn (ei)|| (2.6)

To show the convergence of the operators T β
(1)
n ,··· ,β(r)

n
n,qn in the sense of power series method, let us

define a linear operator on C(I1
0 ) as

Tt(f ;x) =
1

ρ(t)

∞∑
n=1

T β
(1)
n ,··· ,β(r)

n
n,qn (f ;x)tn−1.

For i = 0, 1, 2, from equation (2.6), we obtain

||Tt(ei;x)− ei(x)|| ≤ 1

ρ(t)

∞∑
n=1

||T β
(1)
n ,··· ,β(r)

n
n,qn (ei;x)− ei(x)||tn−1

≤ 1

ρ(t)

∞∑
n=1

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)− ei||tn−1 +

1

ρ(t)

∞∑
n=1

|αn|||L
β(1)
n ,··· ,β(r)

n
n,qn (ei)||tn−1.
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Since, the sequence ||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)− ei|| → 0, as n→∞, it also converges to 0, in the sense of

power series method and the sequence ||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)|| is convergent for every i = 0, 1, 2, hence it

is also bounded so there exists a constant M > 0 such that ||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)|| < M, for all n ≥ 1

and i = 0, 1, 2. Therefore, we have

||Tt(ei;x)− ei(x)|| ≤ (1− t)
∞∑
n=1

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)− ei||tn−1 +M(1− t)

∞∑
n=1

αnt
n−1. (2.7)

Since the sequence (αn) converges to zero in the sense of power series method, it follows from
equation (2.7) that

lim
t→1−

||Tt(ei;x)− ei(x)|| = 0, for i = 0, 1, 2.

Thus, the operators Tt satisfy all the conditions of (Theorem 1, [38]), hence

lim
t→1−

||Tt(f)− f || = 0

for all f ∈ C(I).
Since the sequence (αn) is not convergent in the classical sense to 0, therefore the classical

Korovkin type theorem of Gadjiev[15] does not work here. However, Korovkin type theorem holds
in the sense of power series method.

3. A-Statistical weighted convergence

Fast[12] and Steinhaus[37] introduced independently the concept of statistical convergence of
sequences of real numbers in the same year 1951. The application of the statistical convergence in
the approximations theory needs Korovkin type theorem in the statistical sense which is given by
Gadjiev and Orhan[16]. Karakaya and Chishti[19] introduced the concept of weighted statistical
convergence. Later Mursaleen et al.[27] rectified the definition of weighted statistical convergence
given in [19]. Mohiuddine[26] introduced the concept of statistical weighted A-summability of a
sequence and its convergence.
Let K be a subset of the set of natural numbers N. The natural density[13] of the set K is defined
as

δ(K) = lim
n→∞

1

n

n∑
i=1

χK(i)

where χK is the characteristic function on K, provided the above limit exists. A sequence of real
number (αn) is to be converge statistically[12] to a limit l if for each ε > 0, δ{k ∈ N : |αk−l| ≥ ε} = 0.
In this case, we write st − limn→∞ αn = l. For more details about the statistical convergence, the
reader may refer to ([7],[14],[22],[28],[34]).

Let (xκ) be a sequence of real numbers and A = (aκn) be an infinite summability matrix, then
the A-transform of the sequence (xκ) is defined as

(Ax)n =

∞∑
κ=1

aκnxκ

whenever the series converges for each n ∈ N. From [18], we know that a summability matrix
A is said to be regular if limn→∞(Ax)n = l whenever limκ→∞ xκ = l. In particular, if we take
A = C1, the Cesáro matrix of order one, then the A-statistical convergence reduces to the statistical
convergence. The ordinary convergence is obtained if we consider A = I.

Let (ρκ) be a sequence of non-negative real numbers such that ρ1 > 0 and Pn =
∑n
κ=1 ρκ →∞,

as n→∞, then an infinite matrix A = (aκn) is said to be a weighted regular matrix if

lim
n→∞

1

Pn

n∑
m=1

∞∑
κ=1

aκmρmxκ = l,
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whenever limκ→∞ xκ = l. A sequence (yκ) is said to be converge to l via weighted A-statistical
method if for every given ε > 0

lim
n→∞

1

Pn

n∑
m=1

∑
κ:|yκ−l|≥ε

aκmρm = 0,

and it is denoted by stwA − limn→∞ yn = l. Observe that if we take ρm = 1, m = 1, 2, 3, ..., n
we get A-statistical convergence[10]. A sequence (xn) is said to converge to a number l, weighted
A-statistically with the rate o(αn) if for each ε > 0

lim
n→∞

1

αn

{
1

Pn

n∑
m=1

∑
κ:|xκ−l|≥ε

aκmρm

}
= 0,

and is denoted by xn − l = stwA − o(αn).

The purpose of this segment is to study the convergence of the operators Lβ
(1)
n ,··· ,β(r)

n
n,qn via weighted

A-statistical method.
First, we establish the weighted A-statistical convergence of the sequence of positive linear op-

erators Lβ
(1)
n ,··· ,β(r)

n
n,qn using the Korovkin type theorem given by Gadjiev and Orhan[16].

Theorem 4. For all f ∈ C(I), the operators Lβ
(1)
n ,··· ,β(r)

n
n,qn satisfies

stwA − lim
n→∞

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (f)− f || = 0.

Proof. From the Korovkin type theorem proved in [Theorem 1,[16]], it is sufficient to show that

stwA − lim
n→∞

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (ei)− ei|| = 0, i = 0, 1, 2.

From Lemma 1, it is evident that

stwA − lim
n→∞

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (e0)− e0|| = 0.

Lemma 4 gives us

|Lβ
(1)
n ,··· ,β(r)

n
n,qn (e1;x)− e1(x)| = (1− β(1)

n )x,

and therefore

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (e1)− e1|| ≤ (1− β(1)

n ).

Let ε > 0 be arbitrary, then the set

B∗ = {n ∈ N : ||Lβ
(1)
n ,··· ,β(r)

n
n,qn (e1)− e1|| ≥ ε} ⊆ B = {n ∈ N : 1− β(1)

n ≥ ε}.

This shows that
1

Pn

n∑
m=1

∑
κ∈B∗

aκmρm ≤
1

Pn

n∑
m=1

∑
κ∈B

aκmρm.

Since the sequence β
(1)
n → 1, as n → ∞, limn→∞(1 − β(1)

n ) = 0. In view of the fact that the
usual convergence implies weighted A-statistical convergence, it follows that

stwA − lim
n→∞

(1− β(1)
n ) = 0.

Hence,

stwA − ||L
β(1)
n ,··· ,β(r)

n
n,qn (e1)− e1|| = 0.

Finally, we show that

stwA − ||L
β(1)
n ,··· ,β(r)

n
n,qn (e2)− e2|| = 0.

In equation (1.7) taking m1 = 1, we get∣∣Lβ(1)
n ,··· ,β(r)

n
n,qn (e2;x)− e2(x)

∣∣ ≤ 2x2(1− β(1)
n ) +

xβ
(1)
n

[n]qn
.
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Taking supremum on both sides on [0, 1], we have

||Lβ
(1)
n ,··· ,β(r)

n
n,q (e2)− e2|| ≤ 2(1− β(1)

n ) +
β

(1)
n

[n]qn
.

Consider the sets

B1 = {n ∈ N : ||Lβ
(1)
n ,··· ,β(r)

n
n,qn (e2)− e2|| ≥ ε}

B2 = {n ∈ N : (1− β(1)
n ) ≥ ε

4
}

and B3 = {n ∈ N :
β

(1)
n

[n]qn
≥ ε

2
}.

Therefore, we can write B1 ⊆ B2 ∪ B3, which implies that

1

Pn

n∑
m=1

∑
κ∈B1

aκmρm ≤
1

Pn

n∑
m=1

∑
κ∈B2

aκmρm +
1

Pn

n∑
m=1

∑
κ∈B3

aκmρm.

Observing that

stwA − lim
n→∞

2(1− β(1)
n ) = 0 and stwA − lim

n→∞

β
(1)
n

[n]qn
= 0,

it is evident that

stwA − ||L
β(1)
n ,··· ,β(r)

n
n,qn (e2)− e2|| = 0.

Hence the theorem follows. �

Theorem 5. Let (yn) be a non-increasing sequence of positive numbers and f ∈ C(I). Further, let

ω(f ;
√
γn,qn) = stwA − o(yn), as n→∞.

Then,

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (f)− f || = stwA − o(yn), as n→∞.

where γn,qn is defined as in Theorem 1.

Proof. From Theorem 1, we can write∣∣|Lβ(1)
n ,··· ,β(r)

n
n,qn (f)− f

∣∣| ≤ 2ω(f ;
√
γn,qn),

where γn,q = {1− 2(β
(1)
n ) + q(β

(1)
n )2}+

β(1)
n

[n]q
. Hence for a given ε > 0, we have

1

yn

{
1

Pn

n∑
m=1

∑
κ:||Lβ

(1)
κ ,··· ,β(r)κ
κ,qκ (f)−f

∣∣|≥ε aκmρm
}
≤ 1

yn

{
1

Pn

n∑
m=1

∑
κ:2ω(f ;

√
γκ,qκ )≥ε

aκmρm

}
. (3.1)

From the hypotheses of the theorem, we have

ω(f ;
√
γn,qn) = stwA − o(yn), as n→∞.

Hence in view of equation (3.1), we get

lim
n→∞

1

yn

{
1

Pn

n∑
m=1

∑
κ:||Lβ

(1)
κ ,··· ,β(r)κ
κ,qκ (f)−f

∣∣|≥ε aκmρm
}

= 0,

which implies that

||Lβ
(1)
n ,··· ,β(r)

n
n,qn (f)− f || = stwA − o(yn), as n→∞.

�
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4. κ-the order generalization of the operators Lβ
(1)
n ,··· ,β(r)

n
n,qn

Voronovskaja[23] proved that the order of approximation by sequence of positive linear operators
can not exceed O( 1

n2 ) however smooth the function may be. Using the approach of Kirov and

Popova[21], the purpose of this section is to define a generalization of the operators Lβ
(1)
n ,··· ,β(r)

n
n,qn

by means of the κ-th order Taylor’s polynomial of the function f to achieve a better degree of
approximation and to respond to the smoothness of function. Some significant work in this direction
can be found in[3],[20],[25] and[35] etc.
Let κ ∈ N ∪ {0} and Cκ(I) denote the space of all κ times continuously differentiable functions on

I. Then for any f ∈ Cκ(I) the κ-th order generalization of the operators Lβ
(1)
n ,··· ,β(r)

n
n,qn is given by

Sβ
(1)
n ,··· ,β(r)

n
n,κ,q (f ;x) =

{
r∏
i=1

(
β(i)
n xi; q

)
n

} ∞∑
s=0

{ ∑
m1l1+m2l2+···+mrlr=s

{
r∏

k=1

(qn, q)lk
(β

(k)
n )lk

(q, q)lk

}
κ∑

m=0

1

[m]q!

(
x− [l1]q

[n+ l1 − 1]q

)m
f (m)

(
[l1]q

[n+ l1 − 1]q

)}
xs, (4.1)

where f (m) denotes the m-th derivative of f . Note that for κ = 0, we have f (0) = f and hence the

operator Sβ
(1)
n ,··· ,β(r)

n
n,κ,q reduces to Lβ

(1)
n ,··· ,β(r)

n
n,q .

Now, we estimate error in the approximation by the operators Sβ
(1)
n ,··· ,β(r)

n
n,κ,qn for the functions f ∈

Cκ(I1
0 ) such that f (κ) ∈ LipMυ.

Theorem 6. Let κ ∈ N ∪ {0} then for all f ∈ C(I) such that f (κ) ∈ LipMν, 0 < ν ≤ 1, we have

|Sβ
(1)
n ,··· ,β(r)

n
n,κ,qn (f ;x)− f(x)| ≤ M Γ(ν + 1)

Γ(κ+ ν + 1)
Lβ

(1)
n ,··· ,β(r)

n
n,qn (h;x),

where h(u) = |x−u|κ+ν , M > 0 is constant depending on f and Γ(.) denotes the Gamma function.

Proof. From equation (1.3) and (4.1), for each x ∈ I, we have

f(x)− Sβ
(1)
n ,··· ,β(r)

n
n,κ,qn (f ;x) =

{
r∏
i=1

(
β

(i)
n xi; qn

)
n

} ∞∑
s=0

{ ∑
m1l1+m2l2+···+mrlr=s

{
r∏

k=1

(qnn , qn)lk
(β(k)
n )lk

(qn,qn)lk

}
f(x)−

∑κ
m=0

1
m!

(
x− [l1]qn

[n+l1−1]qn

)m
f (m)

(
[l1]qn

[n+l1−1]qn

)}
xs. (4.2)

By using Taylor’s integral form of remainder, we get

f(x)−
κ∑

m=0

1

m!

(
x− [l1]qn

[n+ l1 − 1]qn

)m
f (m)

(
[l1]qn

[n+ l1 − 1]qn

)

=
1

(κ− 1)!

(
x− [l1]qn

[n+ l1 − 1]qn

)κ ∫ 1

0

(1−t)κ−1

{
f (κ)

(
[l1]qn

[n+ l1 − 1]qn
+ t

(
x− [l1]qn

[n+ l1 − 1]qn

))
−f (κ)

(
[l1]qn

[n+ l1 − 1]qn

)}
dt.

Since f (κ) ∈ LipMν and using the definition of Beta function, we obtain∣∣∣∣f(x) −
κ∑

m=0

1

m!

(
x− [l1]qn

[n+ l1 − 1]qn

)m
f (m)

(
[l1]qn

[n+ l1 − 1]qn

) ∣∣∣∣
≤ M

(κ− 1)!

∣∣∣∣x− [l1]qn
[n+ l1 − 1]qn

∣∣∣∣κ+ν ∫ 1

0

(1− t)κ−1tνdt

= M Γ(ν + 1)

Γ(κ+ ν + 1)

∣∣∣∣x− [l1]q
[n+ l1 − 1]q

∣∣∣∣κ+ν

. (4.3)

From equations (4.2) and (4.3), we achieve the desired result.
�
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Note that the function h(u) = |x − u|κ+ν satisfies h(x) = 0 and hence h ∈ LipM1 with Lip-
schitz constant M = κ + ν. Consequently, h ∈ C(I) which in view of equation (1.8), implies

that ||Lβ
(1)
n ,··· ,β(r)

n
n,qn (h)|| → 0, as n → ∞. Thus from Theorem (6), for all f ∈ C(I1

0 ) we obtain

||Sβ
(1)
n ,··· ,β(r)

n
n,κ,qn (f)− f || → 0, as n→∞.

Considering the fact that h ∈ C(I), from Theorem 1 we are led to the following:

Corollary 2. Let f ∈ Cκ(I) such that f (κ) ∈ LipMν, 0 < ν ≤ 1, then we have

||Sβ
(1)
n ,··· ,β(r)

n
n,κ,qn (f)− f || ≤ 2M Γ(ν + 1)

Γ(κ+ ν + 1)
ω(h;

√
γn,qn)

where M as in Theorem 6 and γn,qn as in Theorem 1.

Further since h ∈ Lipκ+ν1, from Corrollary 2, we obtain:

Corollary 3. Let f ∈ Cκ(I) such that f (κ) ∈ LipMν, 0 < ν ≤ 1, then we have

||Sβ
(1)
n ,··· ,β(r)

n
n,κ,qn (f)− f || ≤ 2M (κ+ ν)Γ(ν + 1)

Γ(κ+ ν + 1)

√
γn,qn

where M is as in Theorem 6 and γn,qn as in Theorem 1.

5. A-statistical approximation by bivariate extension of Lβ
(1)
n ,··· ,β(r)

n
n,qn by using four

dimensional matrix transformation

Let C(I2) denote the space of all continuous functions on I × I, equipped with the supremum
norm ||f || = sup(x,y)∈I2 |f(x, y)|. For f ∈ C(I2), the bivariate extension of the operators given by

(1.3) is defined as follows:

Ln,q,β
(1)
n ,··· ,β(r)

n

m,q,α
(1)
m ,··· ,α(p)

m

(f ;x, y) =


r∏
i=1

p∏
j=1

(
β(i)
n xi; q

)
n

(
α(j)
m yj ; q

)
m


∞∑
s=0

∞∑
η=0

{ ∑
m1l1+m2l2+···+mrlr=s

,
∑

n1h1+n2h2+···+nrhr=η{
r∏

k=1

p∏
k=1

(qn, q)lk (qm, q)hk
(β

(k)
n )lk

(q, q)lk

(α
(k)
m )hk

(q, q)hk

}
f

(
[l1]q

[n+ l1 − 1]q
,

[h1]q
[m+ h1 − 1]q

)}
xsyη,

(5.1)

where
〈
α

(j)
m

〉
m∈N, (j = 1, 2, · · · p) are sequences of real numbers in (0, 1) and p ∈ N. The purpose of

this section to verify the Korovkin type approximation theorem studied by Dirik and Demirci[8] via

A-statistical convergence for the above double sequence of positive linear operators Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

.

The concept of convergence of double sequences was introduced by Pringsheim[31] as follows:

A double sequence (zn,m) is said to be convergent to a limit l if for every ε > 0, there exists a
natural number N ∈ N such that

|zn,m − l| < ε, whenever n,m > N ,
We denote this convergence as P − limn,m→∞ zn,m = l. Also, a double sequence (zn,m) is called
bounded if there exists M > 0 such that |zn,m| ≤ M, ∀ n,m ∈ N. Note that unlike the single
sequences, the double convergent sequence need not be bounded. For example, let for any n ∈ N,
zn,1 = n and zn,m = 1

n + 1
m , for m ≥ 2. Then clearly zn,m → 0, as m,n → ∞, and zn,m is an

unbounded double sequence.
Let A = (ai,j,n,m) be a four dimensional summability matrix. Then the A-transform of a double
sequence (zn,m) is defined as

(Az)i,j =
∑
n,m

ai,j,n,mzn,m

provided the above series converges in the sense of Pringsheim for all i, j ∈ N. Silverman-
Toeplitz [18] characterized the regular matrix summability methods for the two dimensional case.
Robinson[32] gave the necessary and sufficient conditions for the regularity of the four dimensional
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matrix transformation by considering an additional assumption on the boundedness of the sequence
as every convergent (Pringsheim sense) double sequence is not bounded. These regularity condi-
tions is known as Robinson-Hamilton conditions or RH-regularity[17][32].
A four dimensional matrix transformation is said to be RH-regular if it takes every P convergent
and bounded double sequence to a P-convergent sequence with the same P-limit. The necessary
and sufficient conditions for a four dimensional matrix to be RH-regular are

(i) P − limi,j ai,j,n,m = 0 for all (n,m) ∈ N× N,
(ii) P − limi,j

∑
n,m ai,j,n,m = 1,

(iii) P − limi,j

∑
n |ai,j,n,m| = 0 for all m ∈ N,

(iv) P − limi,j

∑
m |ai,j,n,m| = 0 for all n ∈ N,

(v)
∑
n,m |ai,j,n,m| is P- convergent,

(vi) there exists two positive integers N and M such that
∑
n,m>N |ai,j,n,m| <M for all (i, j) ∈

N× N.

Let E be a subset of N × N and A = (ai,j,n,m) be a non-negative RH-regular infinite summability
matrix. The the A-density of the set E is defined as

δA(E) = P − lim
i,j

∑
(n,m)∈E

ai,j,n,m.

whenever the above P-limit exists. A real double sequence (zn,m) is said to be converge A-
statistically to l, if for every ε > 0

P − lim
i,j

∑
(n,m):|zn,m−l|≥ε

ai,j,n,m = 0,

and write it as st2A − limn,m zn,m = l. Pringsheim convergence (P-convergence) is obtained by
replacing matrix A by the identity matrix of four dimensional matrices. It is worthy to note that
every double P-convergent sequence converges A-statistically to the same limit however the converse
is not true. For example, the double sequence

zn,m =

{
nm, if n and m are perfect cube
1, otherwise,

is A-statistically convergent to 1, however P − limn,m→∞ zn,m does not exist. In order to establish
the main result of this section, we need the following basic result:

Lemma 5. The operators Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

satisfies the following

(i) Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(1;x, y) = 1,

(ii) Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(v;x, y) = yα
(1)
m ,

(iii) Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(v2;x, y) ≤ qmy2(α
(1)
m )2 +

yα(1)
m

[m]qm
,

(iv) Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(u2 + v2;x, y) ≤ qnx2(β
(1)
n )2 +

xβ(1)
n

[n]qn
+ qmy

2(α
(1)
m )2 +

yα(1)
m

[m]qm
,

The proof of this lemma follows from the Lemmas (1, 2) and (3).

Theorem 7. Let A = (ai,j,n,m) be a non-negative infinite RH-regular summability matrix. Then
for any f ∈ C(I2) there holds

st2A − lim
n,m→∞

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(f)− f || = 0

Proof. The Korovkin type theorem in A-statistical sense via four dimensional summability matrix
is given by Dirik and Demirci[8]. In view of this theorem, it is sufficient to prove that

st2A − lim
n,m→∞

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(gi)− gi|| = 0, i = 0, 1, 2, 3,
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where g0(u, v) = 1, g1(u, v) = u, g2(u, v) = v, g3(u, v) = u2 + v2. For i = 0, it is not difficult to
prove

st2A − lim
n,m→∞

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g0)− g0|| = 0.

From Lemma(2) taking m1 = 1, we get

Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g1;x, y)− g1(x, y) = x(β(1)
n − 1).

Therefore

|Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g1;x, y)− g1(x, y)| = x(1− β(1)
n ).

Taking supremum on the right side of the above equation on [0, 1], we have

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g1)− g1|| ≤ 1− β(1)
n .

For any given ε > 0, the set

D = {(n,m) ∈ N× N : ||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g1)− g1|| ≥ ε} ⊆ D̄ = {(n,m) ∈ N× N : (1− β(1)
n ) ≥ ε}.

This implies that ∑
(n,m)∈D

ai,j,n,m ≤
∑

(n,m)∈D̄

ai,j,n,m.

Since the sequence β
(1)
n → 1, as n→∞ in Pringsheim sense, P − limn,m→∞(1− β(1)

n ) = 0, and
Pringsheim convergence implies A-statistical convergence, we get

st2A − lim
n,m→∞

(1− β(1)
n ) = 0.

Therefore

st2A − lim
n,m→∞

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g1)− g1|| = 0.

By giving similar arguments and using the fact that P − limm→∞(1− α(1)
m ) = 0, we can show that

st2A − lim
n,m→∞

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g2)− g2|| = 0.

Finally, from Lemma (5), we have

|Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g3;x, y)− g3(x, y)| ≤ 2x2(1− β(1)
n ) + 2y2(1− α(1)

m ) +
xβ

(1)
n

[n]qn
+
yα

(1)
m

[m]qm
,

Taking supremum on the right side of the above equation on [0, 1], we have

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g3)− g3|| ≤ (4− β(1)
n − α(1)

m ) +
β

(1)
n

[n]qn
+

α
(1)
m

[m]qm
. (5.2)

Now, for a given ε > 0, let us define the following sets:

D∗ = {(n,m) ∈ N× N : ||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g2)− g2|| ≥ ε},

D1 = {(n,m) ∈ N× N : (4− β(1)
n − α(1)

m ) ≥ ε

3
},

D2 = {(n,m) ∈ N× N :
β

(1)
n

[n]qn
≥ ε

3
},

D3 = {(n,m) ∈ N× N :
α

(1)
m

[m]qm
≥ ε

3
}.

Hence in view of equation (5.2), it is easy to see that D ⊆ D1 ∪D2 ∪D3, consequently we can write∑
(n,m)∈D∗

ai,j,n,m ≤
∑

(n,m)∈D1

ai,j,n,m +
∑

(n,m)∈D2

ai,j,n,m +
∑

(n,m)∈D2

ai,j,n,m. (5.3)
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Since

lim
i,j→∞

∑
(n,m)∈Dk

ai,j,n,m = 0, k = 1, 2, 3

From equation (5.3), we obtain

st2A − lim
n,m→∞

||Ln,qn,β
(1)
n ,··· ,β(r)

n

m,qm,α
(1)
m ,··· ,α(p)

m

(g3)− g3|| = 0.

Hence the conclusion of the theorem holds true.
�

6. Conflicts of Interest

The authors declare that there are no any conflicts of interest regarding the publication of this
manuscript.

7. Acknowledgment

The authors are extremely grateful to the learned reviewers for a critical review of the paper
leading to a better presentation. The first author is thankful to the Council of Scientific and
Industrial Research, New Delhi, India, [Grant No.-09/143(0914)/2018-EMR-I] for providing the
financial assistance to carry out the above research work.

References

[1] Agrawal P. N., Shukla R. and Baxhaku B., Characterization of deferred type statistical con-
vergence and P-summability method for operators: Applications to q-Lagrange-Hermite operator,

https://arxiv.org/abs/2111.06234.

[2] Agrawal P. N., Shukla R. and Baxhaku B.,On Some Summability Methods for a q-Analogue of an Integral Type
Operator Based on Multivariate q-Lagrange Polynomials, Numer. Funct. Anal. Optim., 43(7), 796-815, 2022.
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[11] Erkuş E. and Srivastava H. M. , A unified presentation of some families of multivariable polynomials, integral

Transform Spec. funct., 17, 267-273, (2006).
[12] Fast H., Sur la convergence statistique, Colloq. Math., 2, 241-244, (1951).

[13] Freedman A. R. and Sember J. J., Densities and Summability, Pacific J. Math. 95, 293-305, (1981).
[14] Fridy J.A., On statistical convergence, Analysis, 5, 301-313, (1985).

[15] Gadjiev A. G., On P. P. Korovkin type theorems, Math. Zametki., 20(5), 781-786, (1976).
[16] Gadjiev A. and Orhan C., Some approximation theorems via statistical convergence, Rocky Mountain J. Math.,

32(1), 129-138, 2002.
[17] Hamilton, H. J., Transformations of multiple sequences, Duke Math. J. 2, 29-60, (1936).
[18] Hardy G. H., Divergent Series, Oxford Univ. Press, London, 1949.

[19] Karakaya V. and Chishti T. A., Weighted statistical convergence, Iran. J. Sci. Technol., Trans. A. Sci. 33,

219-223, (2009).
[20] Kirov G. H., A generalization of S. N. Bernstein’s polynomials, Math. Balk. 6, 147-154, (1992).

[21] Kirov G. and Popova I., A generalization of linear positive operators, Math. Balk. 7, 149-162, (1993).
[22] Kolk E., The statistical convergence in Banach spaces, Acta Comment. Tartuensis, 928, 41-52, (1991).
[23] Korovkin, P.P., Linear Operators and Approximation Theory, Hindustan Publishing Corporation, Delhi, India,

1960.
[24] Kratz, W. and Stadtmüller, U.: Tauberian theorems for Jp-summability, J. Math. Anal. Appl. 139, 362-371,

(1989).



17

[25] Mahmudov N.I., Higher order limit q-Bernstein operators, Math. Methods Appl. Sci. 34, 1618-1626, (2011).
[26] Mohiuddine S. A., Statistical weighted A-summability with application to Korovkin’s type approximation the-

orem, J. Inequal. Appl. 2016, 101, (2016).

[27] Mursaleen M., Karakaya V., Ertürk M. and Gürsoy F., Weighted statistical convergence and its application to
Korovkin type approximation theorem, Appl. Math. Comput. 218, 9132-9137, (2012).

[28] Miller H. I., A measure theoretical subsequence characterization of statistical convergence, Trans. Amer. Math.

Soc. 347, 1811-1819, (1995).
[29] Natanson I. P., Constructive Function Theory. Frederick Ungar Publishing co. New York, 1964.
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