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Abstract

In this paper, we complete the study of the (global) dynamics of predator-prey models introduced in a previous work,
which considers the possibility of any (generic) functional response involved, and includes recruitment and capture in
both species. More specifically, we provide demonstrations for the global asymptotic stability of all the non-trivial steady
states. To do that, we ingeniously divide the invariant set of the system by means of an adequate partition and construct
appropriate Lyapunov functions for the subsets of such partition, what leads us to the global stability of each non-trivial
equilibria. Thus, the work not only extends the precedent studies but also complete the study of them, providing technical
ideas which can be useful in other contexts. Finally, numerical simulations associated to several specific examples are
shown to illustrate their coherence with the theoretical findings.
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1. Introduction

Mathematics has become a fundamental tool for modeling and analyzing the behaviour of phenomena coming

from other sciences like biology, ecology, or other natural sciences [3, 6, 7, 23]. Among the mathematical

models, the predator-prey type continue being one of the most studied in the last decades (see, for instance,

[11, 12, 13, 14, 17, 18, 19, 20, 21, 25, 26, 27, 35, 37, 39, 40, 42, 47, 49, 50, 51]). The variety of the predator-5

prey models which have appeared in the last two decades of the present century mainly correspond to the

consideration of different functional responses [12, 19, 30, 31, 32, 33, 34, 42, 50, 48], or to the variation of other

factors affecting the evolution of the populations like, stage structure [16, 19, 34, 44], harvesting [21, 49], diseases

[5, 9], environmental time variations [41, 45], etc.

In particular, in [27], a more general model was introduced where the authors considered a general form10

of predator functional response, a general form of recruitment, and capture on both predators and prey at a

rate proportional to their populations. Thus, the results there obtained cover the casuistry originated by generic

types of functional responses and recruitment forms. For this generic model, in [27], it is proved that the changes

in the number and local stability of the equilibria are associated with a two-dimensional threshold parameter

R = (m1,m2) with m1,m2 > 0, instead of with a one-dimensional one, as usually occurs in predator-prey15

models.
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Email addresses: tuanhm14@fe.edu.vn; hmtuan01121990@gmail.com (Manh Tuan Hoang), tuanhm14@fe.edu.vn (Manh Tuan

Hoang), jose.valverde@uclm.es (Jose C. Valverde)

Preprint submitted to Elsevier August 1, 2023



For mathematical models, the analysis of global asymptotic stability (GAS) of equilibria is one of the central

questions to get to know the (complete) dynamics [46], with several useful applications in real-world situations

[3, 7, 20, 23, 25, 39, 42, 49]. In particular, for predator-prey models, GAS of an equilibrium with a component

equal to zero means that the corresponding population will go extinct while, if an equilibrium having both20

components positive is GAS, this announces a future ecological balance between both species. In [27], although

the existence, coexistence and local stability of the equilibria of its more general model were determined, the

GAS was only partially solved. More specifically, the authors only proved the GAS of the trivial (extinction)

equilibrium (0, 0), while for the non-trivial ones only their local asymptotic stability was confirmed. In spite

of this, posterior numerical studies suggested that the equilibria may be not only locally but also globally25

asymptotically stable [10, 27].

Motivated by the above reasons, the main purpose of this work is to provide demonstrations for the global

asymptotic stability of all the non-trivial steady states of the general model in [27]. To do that, we ingeniously

divide the invariant set of the system by means of an adequate partition and construct appropriate Lyapunov

functions for the subsets of such partition, what leads us to the global stability of each non-trivial equilibria.30

Thus, the work not only improves the precedent studies but also complete them, providing technical ideas which

can be useful in other contexts. In addition, numerical simulations associated to several specific examples are

shown to illustrate their coherence with the theoretical findings.

The paper is structured in the following parts. The mathematical model and the previous results on its

dynamics are recalled in Section 2. In Section 3, we fully complete the GAS of the predator-prey model with35

general functional response and including recruitment and capture in both species. Section 4 is devoted to

illustrating the theoretical results by means of numerical simulations in two different specific exameple. The last

section provides the main conclusions of this work and future research directions.

2. Mathematical model: existence, coexistence and local stability of equilibria

We will deal with the following continuous predator-prey model (1) with general functional response and40

including (general) recruitment and capture in both species, given by the following nonlinear system of ordinary

differential equations, which was firstly stated and studied in [27]. ẋ = xf(x, y) = x
[
r(x)− yψ(x)−m1

]
,

ẏ = yg(x, y) = y
[
s(y) + cxψ(x)−m2

]
.

(1)

In such a model (1),

• x and y stand for prey and predator populations, respectively.

• The functions r(x) and s(y) represent the per capita recruitment rates of prey and predators, respectively,45

and they posses the following (similar) properties:

∀x ≥ 0, 0 < r(x), r′(x) < 0, 0 ≤ [xr(x)]′, and lim
x→∞

r(x) = 0,

∀y ≥ 0, 0 < s(y), s′(y) < 0, 0 ≤ [ys(y)]′, and lim
y→∞

s(y) = 0,
(2)
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• The function ψ(x) has the following characteristics:

∀x ≥ 0, 0 < ψ(x), ψ′(x) ≤ 0, 0 ≤ [xψ(x)]′. (3)

• m1 and m2 represent the total mortality rates of prey and predators respectively and, due to that, it is

assumed that they both are positive.

• c is another positive parameter known as conversion efficiency of prey into predators, which verifies c < 1.50

For this system (1), Λ = R2
+ is a positively invariant set. From [27, Proposition 1], we know the existence

and coexistence of equilibria of system (1) in Λ. Specifically, it presents four types of (possible) equilibria,

namely: a trivial (extinction) equilibrium P0 = (0, 0), for all the values of the parameter; a predator extinction

equilibrium P1 = (K, 0), if and only if m1 < r(0), where K is the solution of r(x) = m1; a prey extinction

equilibrium P2 = (0,M), if and only if m2 < s(0), where M is the solution of s(y) = m2; and an ecological

stability equilibrium P3 = (x3, y3), if and only if m1 < r(0) − Mψ(0) and m2 < s(0) or m1 < r(0) and

s(0) < m2 < s(0) + cKψ(K), where x3 is the solution of the equation

cxψ(x) + s
(r(x)−m1

ψ(x)

)
−m2 = 0,

and y3 can be obtained from the equality,

y3 =
r(x3)−m1

ψ(x3)
,

once the value of x3 is known.

Likewise, from the local stability analysis of system (1) in [27], we have that: the trivial (extinction) equi-

librium is locally asymptotically stable, if r(0) < m1 and s(0) < m2, and unstable otherwise; the predator

extinction equilibrium is locally asymptotically stable, if r(0) > m1 and s(0) + cKψ(K) < m2, and unstable

otherwise; the prey extinction equilibrium is locally asymptotically stable, if r(0)−Mψ(0) < m1 and s(0) > m2,55

and unstable otherwise; and the ecological stability equilibrium is locally asymptotically stable, if it belongs to

Λ.

Nevertheless, in relation to the GAS of the equilibria, in [27], the authors only prove the case of the trivial

(extinction) equilibrium, when m1 ≥ r(0) and m2 ≥ s(0).

In spite of this, posterior numerical simulations suggested that the rest of the equilibria may be also globally60

asymptotically stable [10, 27]. Thus, motivated by this suggestions, in the next section, we will analyze the GAS

of the non-trivial equilibria.

3. GAS analysis of the non-trivial equilibria

Here, we will demonstrate the GAS of the non-trivial equilibria of system (1). To do that, we will use

the result in [43, Proposition B.7] for an initial value problem of autonomous system of ordinary differential65

equations

ẇ(t) = f(w(t)), w(0) = w0 ≥ 0, (t ≥ 0) (4)
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where f, w : Rn → Rn and w ≥ 0 means that w ∈ Rn+. Such a result establishes that, in conditions of existence

and uniqueness of solution of initial value problems, if for all i = 1, . . . , n, fi(w) ≥ 0 for any w ≥ 0 with wi = 0,

then every solution w(t) with initial condition w(0) = w0 ∈ Rn+ remains in Rn+ for all t ≥ 0.

Also, we shall denote by Fix∗(Pi) the set of existing equilibria minus Pi.70

Theorem 1. The predator extinction equilibrium P1 = (K, 0) of system (1) is globally asymptotically stable with

respect to the set Λ− Fix∗(P1), if r(0) > m1 and s(0) + cKψ(K) < m2.

Proof. In order to prove this theorem, we will consider a partition of Λ into two different sets,

ΛK =
{

(x, y) ∈ Λ
∣∣x ≤ K}

and

ΛK =
{

(x, y) ∈ Λ
∣∣x ≥ K}. (5)

Then, we will prove that the P1 = (K, 0) is globally asymptotically stable with respect to ΛK − Fix∗(P1), and,

also, with respect to ΛK − Fix∗(P1). Since, Λ = ΛK
⋃

Λk, from both issues, we will obtain the complete GAS75

of P1.

Firstly, we will demonstrate that the set

ΛK =
{

(x, y) ∈ Λ
∣∣x ≤ K}

is a positively invariant set for the system (1). To do that, we will prove that
(
x(t), y(t)

)
∈ ΛK for all t > 0, if(

x(0), y(0)
)
∈ ΛK , i.e. x(t) ≤ K and y(t) ≥ 0 for all t > 0. Since Λ is positively invariant for system (1), we

have that y(t) ≥ 0 for all t > 0.

Now, consider the change of variables z = K − x. Then, system (1) becomes80  ż = −(K − z)
[
r(K − z)− yψ(K − z)−m1

]
,

ẏ = y
[
s(y) + c(K − z)ψ(K − z)−m2

]
.

(6)

Thus,

ż|z=0 = −K[r(K)− yψ(K)−m1] = Kyψ(K) +K[m1 − r(K)] = Kyψ(K) ≥ 0,

ẏ|y=0 = 0.

At this point, using the mentioned result in [43], we have that every solution (z(t), y(t)) such that (z(0), y(0)) ≥ 0

remains in R2
+ for all t ≥ 0. In particular, z(t) ≥ 0 for all t ≥ 0, what implies that x(t) ≤ K for all t ≥ 0.

Secondly, we will demonstrate that, if s(0) + cKψ(K) < m2, then P1 = (K, 0) is globally asymptotically

stable with respect to the set ΛK −Fix∗(P1). Observe that s(0) + cKψ(K) < m2 implies that s(y) ≤ s(0) < m285

for all y ≥ 0. As 0 ≤ [xψ(x)]′, for all (x, y) ∈ ΛK , it follows

s(y) + cxψ(x)−m2 ≤ s(0) + cKψ(K)−m2 < 0. (7)

4



Next, we construct a Lyapunov function to show the GAS of P1 = (K, 0) with respect to ΛK under the condition

s(0) + cKψ(K) < m2. In this sense, consider the function V1 : ΛK → R+, defined as

V1(x, y) =
y2

2
. (8)

In view of its definition, it is straightforward that V1(x, y) is C1 and positive definite. In addition, its derivative

along solutions of (1) is
dV1
dt

= yẏ = y2[s(y) + cxψ(x)−m2].

Taking into account (7), now we have that dV1/dt ≤ 0 for all (x, y) ∈ ΛK and

E =
{

(x, y) ∈ ΛK |V̇1(x, y) = 0
}
≡
{

(x, y) ∈ ΛK |y = 0
}
.

Observe that the largest invariant set contained in E is precisely E. Thus, in E, system (1) reduces to

ẋ = x
[
r(x)−m1

]
. (9)

Note that equation (9) has a unique positive equilibrium point x = K, since r′(x) < 0 and r(0) > m1. At this90

point, we can construct another Lyapunov function

W (x) = x−K −K ln
x

K
, (10)

whose derivative is

Ẇ (x) =
x−K
x

ẋ = (x−K)
[
r(x)−m1

]
.

It is clear that, for x = K, Ẇ (K) = 0, while Ẇ (x) < 0 for all 0 ≤ x 6= K since r′(x) < 0. Thus, using

the Lyapunov stability theorem, it follows that x = K is globally asymptotically stable, and, consequently,

limt→∞ x(t) = K. At this point, as under the assumed conditions the predator extinction equilibrium P1 = (K, 0)

is locally asymptotically stable, by the LaSalle Invariant Principle [28, 24], we get its GAS in ΛK − Fix∗(P1).95

Finally, we will demonstrate that the equilibrium point P1 is also globally asymptotically stable with respect

to the set ΛK − Fix∗(P1). To do that, it is only necessary to prove that P1 = (K, 0) is globally attractive with

respect to ΛK − Fix∗(P1). To proceed with, we divide the proof in two cases.

Case 1. There exists t0 > 0 such that x(t0) < K.

Then,
(
x(t0), y(t0)

)
∈ ΛK . Thus, considering

(
x(t0), y(t0)

)
as initial conditions and using the same reasoning as

above, limt→∞ x(t) = K and limt→∞ y(t) = 0.

Case 2. x(t) ≥ K for all t > 0.

Then,
(
x(t), y(t)

)
∈ ΛK for all t > 0 and, consequently,

ẋ = x[r(x)− yψ(x)−m1]

≤ x[r(K)−m1]− xyψ(x)

= −xyψ(x)

≤ 0.

5



This means that x(t) is decreasing and bounded from below by K.

In addition, considering u(t) = x(t) + y(t), then

u̇ = ẋ+ ẏ

= x[r(x)−m1] + y[s(y)−m2] + (c− 1)xyψ(x)

≤ x[r(K)−m1] + y[s(0)−m2] + (c− 1)xyψ(x)

= y[s(0)−m2] + (c− 1)xyψ(x)

< y[s(0) + cKψ(K)−m2] + (c− 1)xyψ(x)

≤ 0,

which implies that u(t) is also decreasing and bounded from below.

Since x(t), u(t) are bounded and decreasing functions and y(t) = u(t)−x(t), the limits limt→∞ x(t), limt→∞ y(t)

exist. Assume that limt→∞(x(t), y(t)) = (x∗, y∗). Obviously, (x∗, y∗) must be an equilibrium point of the model

(1).100

Remember that when r(0) > m1 and s(0) + cKψ(K) < m2, then the trivial equilibrium (0, 0) is unstable

and only coexists with the predator extinction equilibrium (K, 0) which is locally asymptotically stable. That

is, under these assumptions system (1) has no other non-trivial equilibria. On the other hand, x(t) is bounded

from below by K, what allows us to deduce that (x∗, y∗) 6= (0, 0) and, consequently, (x∗, y∗) = (K, 0).

As under the assumed conditions, r(0) > m1 and s(0) + cKψ(K) < m2, P1 = (K, 0) is locally asymptotically105

stable, and has global attraction, we obtain its GAS in ΛK − Fix∗(P1).

Theorem 2. The prey extinction equilibrium P2 = (0,M) of system (1) is globally asymptotically stable with

respect to the set Λ− Fix∗(P2), if r(0)−Mψ(0) < m1 and s(0) > m2.

Proof. Here, we will use a similar technique as in Theorem 1. In order to prove this theorem, we will consider

a partition of Λ into two different sets,

ΛM =
{

(x, y) ∈ Λ
∣∣y ≥M}

and

ΛM =
{

(x, y) ∈ Λ
∣∣y ≤M}.

Then, we will prove that the P2 = (0,M) is globally asymptotically stable with respect to ΛM − Fix∗(P2), and110

also with respect to ΛM − Fix∗(P2). Since, Λ = ΛM
⋃

ΛM , from both issues, we will obtain the complete GAS

of P2.

Firstly, we will demonstrate that the set

ΛM =
{

(x, y) ∈ Λ
∣∣y ≥M}

6



is a positively invariant set of the model (1). To do that, we will prove that
(
x(t), y(t)

)
∈ ΛM for all t > 0 when(

x(0), y(0)
)
∈ ΛM . Since Λ is a positively invariant set of system (1), x(t) ≥ 0 for all t > 0.

Now, consider the change of variables v = y −M . Then, system (1) becomes115  ẋ = x
[
r(x)− (v +M)ψ(x)−m1

]
,

v̇ = (v +M)
[
s(v +M) + cxψ(x)−m2

]
.

(11)

Thus,

ẋ|x=0 = 0,

v̇|v=0 = M
[
s(M) + cxψ(x)−m2

]
= cxψ(x) ≥ 0.

At this point, using the mentioned result in [43], we have that if v(0) ≥ 0, then v(t) ≥ 0 for all t ≥ 0, what

implies that y(t) ≥M for all t ≥ 0.

Secondly, we will demonstrate that, if m1 > r(0)−Mψ(0), then P2 = (0,M) is globally asymptotically stable

with respect to the set ΛM − Fix∗(P2). Since r(0) −Mψ(0) < m1,
∂f

∂x
(x, y),

∂f

∂y
(x, y) < 0, for all (x, y) ∈ ΛM ,120

we have

f(x, y) = r(x)− yψ(x)−m1

≤ f(0, y) = r(0)− yψ(0)−m1

≤ r(0)−Mψ(0)−m1

< 0.

(12)

Next, we construct a Lyapunov function to show the GAS of P2 with respect to ΛM under the assumption

r(0)−Mψ(0) < m1. In this sense, consider the function V : ΛK → R defined as

V2(x, y) =
x2

2
. (13)

Then, its derivative along the solutions of system (1) is

dV2
dt

= xẋ = x2(r(x)− yψ(x)−m1).

Taking into account (12), we have that V̇2(x, y) ≤ 0 for all (x, y) ∈ ΛM , and V̇2 = 0 if and only if x = 0.

Following a similar reasoning as before, for such a set, system (1) reduces to125

ẏ = y
[
s(y)−m2

]
. (14)

As before, equation (14) has a unique positive equilibrium y = M , since s(0) > m2 and s′(y) < 0, and it is

globally asymptotically stable, i.e., limt→∞ y(t) = M . At this point, as under the assumed conditions the prey

extinction equilibrium P2 = (0,M) is locally asymptotically stable, by the LaSalle Invariant Principle we get

its GAS with respect to ΛM − Fix∗(P2).

7



Finally, we will demonstrate that the equilibrium point P2 is globally asymptotically stable with respect to

the set ΛM − Fix∗(P2). To do that, it is only necessary to prove that P2 = (0,M) is globally attractive with

respect to ΛM − Fix∗(P2). To proceed with, we divide the proof in two cases..

Case 1. There exists t0 > 0 such that y(t0) > M .

Then,
(
x(t0), y(t0)

)
∈ ΛM . Thus, considering

(
x(t0), y(t0)

)
as initial conditions and using similar arguments as

before, limt→∞ y(t) = M and limt→∞ x(t) = 0.

Case 2. y(t) ≤M for all t > 0.

Then, (x(t), y(t)) ∈ ΛM for all t > 0 and we have

ẏ = y[s(y) + cxψ(x)−m2]

≥ y[s(M)−m2] + cxyψ(x)

= cx(t)yψ(x)

≥ 0.

This means that y(t) is increasing and bounded from above by M . Thus, it allows to assure the existence of130

limt→∞ y(t).

We shall also demonstrate the existence of limt→∞ x(t), distinguishing two sub-cases according to the order

relation between m1 and r(0).

(i) m1 ≥ r(0). In this case,

ẋ = x[r(x)− yψ(x)−m1]

≤ x[r(0)−m1 − yψ(x)]

≤ −xyψ(x)

≤ 0.

This implies that x(t) is decreasing and bounded from below. Thus, it allows to assure the existence of

limt→∞ x(t).135

(ii) m1 < r(0). In this other case, the predator extinction equilibrium P1 = (K, 0) also exists, and ΛK is a

positively invariant set of system (1). Therefore, if x(0) ≤ K, then x(t) ≤ K for all t > 0. Consequently,

ẋ+
1

c
ẏ = x

[
r(x)− yψ(x)−m1

]
+

1

c
y
[
s(y) + cxψ(x)−m2

]
= x

[
r(x)−m1

]
+

1

c

[
s(y)−m2

]
> x[r(K)−m1] +

1

c
[s(M)−m2] = 0.

Thus, x(t)+
1

c
y(t) is increasing and bounded from below by K+

M

c
. This allows us to assure the existence

of the limit of x(t) +
1

c
y(t) as t→∞ and, as a consequence, the existence of limt→∞(x(t), y(t)).

8



Otherwise, if x(0) > K, then, if we suppose that x(t) ≥ K for all t > 0,

ẋ = x[r(x)− yψ(x)−m1]

≤ x[r(K)−m1 − yψ(x)]

= −xyψ(y)

≤ 0.

This means that x(t) is decreasing and bounded from below by K, what allows us to assure the existence

of limt→∞ x(t).

Therefore, we have demonstrated the existence of limt→∞(x(t), y(t)), namely (x∗, y∗), which must be an equi-140

librium of system (1).

Remember that when s(0) > m2 and r(0) −Mψ(0) < m1 < r(0), then the trivial equilibrium P0 = (0, 0) is

unstable and it coexists with a unique predator extinction equilibrium P1 = (K, 0), and a unique prey extinction

equilibrium P2 = (0,M), being P1 unstable and P2 locally asymptotically stable. Since y(t) is increasing and

bounded from above by M , (x∗, y∗) 6= (0, 0) and (x∗, y∗) 6= (K, 0).145

On the other hand, when r(0) < m1 and s(0) > m2, then the trivial equilibrium P0 = (0, 0) is unstable and,

coexists with a unique prey extinction equilibrium equilibrium P2 = (0,M), which is locally asymptotically

stable. Thus, (x∗, y∗) 6= (0, 0).

Thus, we deduce that the globally attractive equilibrium (x∗, y∗) is (0,M), what allows us to infer its GAS150

with respect to ΛM − Fix∗(P2).

Due to the unexplicit expression of P3, we restrict our analysis to the case in which the recruitment follows a

Beverton-Holt type, while the functional response a Holling type II type, which are among the most common in

real-world applications [27]. Thus, the predator functional response xψ(x) and the per capita recruitment rates

of prey r(x) and predators s(y) satisfy these similar equations:155

xr(x) =
a1x

b1 + x
, a1, b1 > 0,

xψ(x) =
a2x

b2 + x
, a2, b2 > 0,

ys(y) =
a3y

b3 + y
, a3, b3 > 0.

(15)

At this point, implementing these types in system (1), we have
ẋ = x

(
a1

b1 + x
− a2y

b2 + x
−m1

)
,

ẏ = y

(
a3

b3 + y
+ c

a2x

b2 + x
−m2

)
.

(16)

This choice of types for the predator functional response and for the recruitment in (15) was also considered

for numerical experiments in [27]. Actually, numerical simulation associated to (16) in [10, 27] suggested the

GAS of P3. These studies motivate the following analytical result.
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Theorem 3. The ecological stability equilibrium P3 = (x3, y3) of system (16)is globally asymptotically stable160

with respect to the set Λ− Fix∗(P3), if it belongs to Λ.

Proof. Suppose that P3 = (x3, y3) ∈ Λ. Then, 0 ≤ (x3, y3) and we have that

a1
b1 + x3

− a2y3
b2 + x3

= m1,

a3
b3 + y3

+ c
a2x3
b2 + x3

= m2.
(17)

As a consequence, system (16) can be rewritten as
ẋ = x

(
a1

b1 + x
− a2y

b2 + x
− a1
b1 + x3

+
a2y3
b2 + x3

)
,

ẏ = y

(
a3

b3 + y
+ c

a2x

b2 + x
− a3
b3 + y3

− c a2x3
b2 + x3

)
,

(18)

which is equivalent to

ẋ = x

[(
a1

(b1 + x)(b1 + x3)
− a2y3

(b2 + x)(b2 + x3)

)
(x3 − x)− a2b2 + a2x3

(b2 + x)(b2 + x3)
(y − y3)

]
,

ẏ = y

[
ca2b2

(b2 + x)(b2 + x3)
(x− x3)− a3

(b2 + x)(b2 + x3)
(y − y3)

]
.

(19)

At this point, we shall construct a Lyapunov function. Effectively, suppose that c1 and c2 represent positive165

(real) numbers and consider the following function

V (x, y) = c1

(
x− x3 − x3 ln

x

x3

)
+ c2

(
y − y3 − y3 ln

y

y3

)
. (20)

Then, evaluating V̇ along the solutions of system (16), from (19) and (20), we have

V̇ =
x− x3
x

ẋ+
y − y3
y

ẏ

=

[(
a1

(b1 + x)(b1 + x3)
− a2y3

(b2 + x)(b2 + x3)

)
(x3 − x)− a2b2 + a2x3

(b2 + x)(b2 + x3)
(y − y3)

]
(x− x3)

+

[
ca2b2

(b2 + x)(b2 + x3)
(x− x3)− a3

(b2 + x)(b2 + x3)
(y − y3)

]
(y − y3)

= −c1
[

a1
(b1 + x)(b1 + x3)

− a2y3
(b2 + x)(b2 + x3)

]
(x3 − x)2 − c2

a3
(b2 + x)(b2 + x3)

(y − y3)2

+

[
− c1

a2b2 + a2x3
(b2 + x)(b2 + x3)

+ c2
ca2b2

(b2 + x)(b2 + x3)

]
(x− x3)(y − y3).

(21)

At this point, if we suppose that c1 and c2 verify

c1(a2b2 + a2x3) = c2ca2b2,

then

V̇ = −c1
[

a1
(b1 + x)(b1 + x3)

− a2y3
(b2 + x)(b2 + x3)

]
(x− x3)2

− c2
a3

(b2 + x)(b2 + x3)
(y − y3)2.

(22)
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The hypothesis
∂f

∂x
(x, y) = r′(x)− yψ′(x) < 0 for all x, y ≥ 0 implies that

a1
(b1 + x)(b1 + x3)

− a2y3
(b2 + x)(b2 + x3)

> 0.

From this, we deduce that the function V satisfies the Lyapunov stability theorem. Hence, the GAS of P3 in

Λ− Fix∗(P3) is proved.170

4. Numerical simulations

To confirm the validity of the theoretical results, we will perform numerical simulations with two particular

examples.

Example 1. Consider the particular predator-prey system obtained from (1) by choosing an Ivlev type predator

functional response and Beverton-Holt type recruitment for both species, given by

xr(x) =
15x

x+ 10
, xψ(x) =

1− e−x

30
, ys(y) =

5y

y + 10
.

We shall analyze numerically the six different cases associated with the parameters of m1,m2 listed in Corollary

1 and Figure 2 in [27], which determine all the possibilities of existence and coexistence of equilibria (see Table175

1).

Since the predator-prey model possesses positive solutions, numerical approximations should satisfy this char-

acteristic. For this reason, we utilize dynamically consistent nonstandard finite difference (NSFD) schemes

proposed by Dang and Hoang [10] to simulate the dynamics of the model. More clearly, the following simple

positivity-preserving NSFD scheme derived from [10] will be used180

xn+1 − xn
∆t

= xnr(xn)− xn+1ynψ(xn)−m1xn+1,

yn+1 − yn
∆t

= yns(yn) + cynxn+1ψ(xn+1)−m2yn+1,
(23)

where ∆t is the step size, tn = n∆t for n = 0, 1, 2 . . . and
(
xn, yn

)T
is the intended approximation for(

x(tn), y(tn)
)T

, respectively. The explicit form of the NSFD scheme (23) is given by

xn+1 =
xn + ∆txnr(xn)

1 + ∆tynψ(xn) +m1∆t
,

yn+1 =
yn + ∆tyns(yn) + ∆tcynxn+1ψ(xn+1)

1 +m2∆t
.

The NSFD scheme (23) not only preserves the positivity but also has the ability to correctly preserve the dynamics

of the model (1) for all finite step sizes. So, it can provide reliable approximations. In all the following numerical

examples, we will consider the model (1) over the time interval [0, 500] and use the step size ∆t = 10−6.
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The figures 1-6 represent the phase portraits for the predator-prey model corresponding to the six mentioned

cases in relation to the values of (m1, m2). In these figures, each blue curve represents a solution associated with185

a specific initial condition, the red arrows indicate the evolution (direction) of both species, and the green circle

point the globally asymptotically stable equilibrium.

As can be observed, all the solutions converge to the global asymptotically stable equilibrium, what confirms

the GAS of the predator-prey system considered.
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Figure 1: The phase planes of the predator-prey for Case 1 of Example 1.
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Figure 2: The phase planes of the predator-prey model for Case 2 of Example 1.
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Figure 3: The phase planes of the predator-prey model for Case 3 of Example 1.
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Figure 4: The phase planes of the predator-prey model for Case 4 of Example 1.
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Figure 5: The phase planes of the predator-prey model for Case 5 of Example 1.
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Figure 6: The phase planes of the predator-prey model for Case 6 of Example 1.

Example 2. Consider the particular predator-prey system obtained from (1) by choosing a Holling type III type

functional response and Beverton-Holt type recruitment for both species, given by

xr(x) =
15x

x+ 10
, xψ(x) =

x2

x2 + 30
, ys(y) =

5y

y + 10
,

We shall analyze numerically the cases associated with the parameters of (m1,m2) listed in Table 2.190
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The phase portraits for the predator-prey model corresponding to the five cases of (m1, m2) are shown in

Figures 7-11, respectively. As in Example 1, it can be observed, that all the solutions converge to the global

asymptotically stable equilibrium, what confirms the GAS of the predator-prey system considered.
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Figure 7: The phase planes of the predator-prey model for Case 1 of Example 2.

0 0.5 1 1.5 2 2.5
0

0.5

1

1.5

2

2.5

x

y

P
2

*

Figure 8: The phase planes of the predator-prey model for Case 2 of Example 2.
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Figure 9: The phase planes of the predator-prey model for Case 3 of Example 2.
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Figure 10: The phase planes of the predator-prey model for Case 4 of Example 2.
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Figure 11: The phase planes of the predator-prey model for Case 5 of Example 2.

It is important to remark that Examples 1 and 2 suggest that the ecological stability equilibrium point

may be globally asymptotically stable for general cases of functional response and recruitment. Therefore, it195

is reasonable to give the conjecture that the ecological stability equilibrium point of the general predator-prey

model (1) is globally asymptotically stable.

5. Conclusions and open research directions

With this work, we show that the global dynamics of several kinds of predator-prey systems can be analyzed

at the same time by only taking into account common (mathematical) characteristics of the different modalities200

of functions that appear in the definition of such systems. On the other hand, we give a useful idea to deal

with the global asymptotic stability in a certain domain, consisting in dividing it in appropriate subsets with

respect to the parametric values and construct respective Lyapunov function for these subsets. This allows us to

complete the results on global asymptotic stability suggested in [27], on general predator-prey systems including

recruitment and capture in both species. The numerical simulations in this work suggest that the ecological205

stability equilibrium is globally asymptotically stable when it belongs to the domain. We think that the methods

and results in this work can be useful to guide the study of predator-prey models (1) given in other even more

general or involved contexts. For instance, model (1) in the context of the Caputo fractional derivative with

20



α ∈ (0, 1) becomes: 
dαx(t)

dt
= x(t)f(x(t), y(t)) = x(t)

[
r(x(t))− y(t)ψ(x(t))−m1

]
,

dαy(t)

dt
= y(t)g(x(t), y(t)) = y(t)

[
s(y(t)) + cx(t)ψ(x(t))−m2

]
,

(24)

In view of the proofs in this paper, this extended model (24) should be analyzed by using comparison results210

[29, 38] and the Lyapunov stability theorem for fractional-order dynamical systems [1, 2, 15]. We consider this

analyzed as future research direction of our work.
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